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Abstract

The aim of this work is to show that the performance of target selection

models can be improved by using a combination of existing target selection

algorithms. We present an approach in which combinations of algorithms

provide better results than algorithms used stand-alone. Combining al-

gorithms can be seen as an intelligent operation. The generalizing power

of an algorithm is bounded by the assumptions underlying the algorithm.

Systematic errors are made accordingly because the real world does not

obey this assumptions in general. By using several algorithms at once, we

believe that these systematic errors can be partly averaged out.

Four algorithms are used: linear and logistic regression, a feed forward

back propagation neural network and a fuzzy modeling algorithm. The

combinations are tested on a real-life data set. The fruitful combinations

are shown and their suitability in general is discussed.

Keywords: Classi�cation, response modeling, performance improvement.

1 Introduction

In direct marketing, it is important to know which prospects are interested in a

speci�c o�er and which customers would be annoyed by receiving the same mail-
ing. If these two groups can be properly distinguished, this will on the one hand
increase pro�t, because the costs per order drop, and on the other hand decrease
customer annoyance. Several target selection approaches have been proposed
through the years: traditional human-driven segmentation methods involving
RFM (recency, frequency and monetary) variables [13], tree-structured "auto-
matic" segmentation models such as Automatic Interaction Detection (AID)
[8] [11] [12], Chi Square AID (CHAID) [4], Classi�cation and Regression Trees
(CART) [7] and C4.5 [18], linear statistical models such as linear [21], multiple
regression [17] and discriminant analysis [19], non-linear discrete choice logit [5]
[14] and probit [16] models, neural networks [15] and fuzzy modeling techniques
[3].
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This paper tries to give insight in a speci�c approach, by which target selec-
tion in direct marketing could obtain better results. The approach suggested
is to combine two or more stand-alone algorithms, so that the limitations of
applying one speci�c algorithm can be surpassed. The combination of Chaid
and logit has been proposed by Magidson [10]. Levin and Zahavi [20] evalu-
ated the performance of automatic tree classi�ers (including CHAID) versus the
judgmentally-based RFM and FRAC (Frequency, Recency, Amount of money
and Category of product) methods and logistic regression. While there has been
intensive research on the algorithms used stand-alone (for example [22]), other
possible combinations are not reported.
A target selection algorithm tries to give each prospect a score which represents
the likelihood of responding. The approach presented here, is to apply di�erent
techniques, hence algorithms, to score the prospects. Subsequently, these scores
are assigned a weight, which represents an indication of importance, to each
algorithm before summing them up resulting in a �nal indication of prosperity.

The outline of this paper is as follows. Section 2 describes the target selec-
tion problem in direct marketing. In section 3 suggestions are made regarding
a number of con�gurations in which algorithms could co-operate. The most
attractive one is explained, and an application of this combination of multiple
algorithms in a real world business problem is given in section 4. Finally, in
section 5 the results are compared to previously obtained results and section 6
gives conclusions and recommendations for further research.

2 Target Selection in Direct Marketing

Direct marketing is a powerful tool for companies to increase pro�t, especially
when one knows his customers well.
The advantage of direct marketing compared to other marketing activities is
that it seeks a direct response from pre-identi�ed prospects. It allows compa-
nies to direct their energies toward those individuals who are most likely to
respond. This selectivity is necessary to enable the use of high cost { high
impact marketing programs such as personal selling in the business-to-business
environment [23]. A second fundamental characteristic of direct marketing is
that it generates individual response by known customers. This enables com-
panies to construct detailed customer purchase histories, which tend to be far
more useful than traditional predictors based on geodemographics and psycho-
graphics [23].
How can the most valuable customers or prospects be targeted? This question
corresponds to target selection in direct marketing. The analysis of a direct
marketing campaign usually entails two stages. At �rst, feature selection must
determine the variables that are relevant for a speci�c target selection problem.
Secondly, the rules for selecting pro�table prospects should be determined, given
the relevant features. We shall refer to this second stage by client scoring.
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Target selection models are evaluated by using gain chart analysis. Gain chart
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Figure 1: Example gain chart

analysis orders the members of the target population by the index prosperity
given by a target selection method, from high to low [1]. Prospects with similar
index values can then be divided in groups of equal size (this size can be one)
and the average response per group is calculated. If the costs per mailing and
the pro�t per order are known, those prospects can be selected for the future
mailing for whom the average group returns exceed expected costs of the mail-
ing.
In this paper, we stop after constructing the so-called gain chart. Each client

is labeled and given a score by a target selection method which represents the
likelihood of response, also referred to as index of prosperity. Subsequently, the
prospects are ordered by this score from high to low. In a data set used to test
di�erent target selection algorithms is listed whether a prospect responded or
not. This information can be used to calculated the number of respondents in
every group of customers. In a gain chart the ordered customers are plotted

against the cumulative number of respondents targeted. So, if all respondents
are assigned a high prosperity index and none-respondents a low degree of like-
lihood to purchase, this would represent the ideal case plotted in �gure 1 as
the dashed line. This line indicates that in this example circa 8 percent of the
customers are respondents and they are all successfully predicted. A purely
random mailing or no model used, results in the dotted straight line from the
lower left to the upper right. The goal of target selection is to determine a
target selection model such that the corresponding gain chart shifts from the
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dotted reference line to the ideal dashed line. A typical gain chart is drawn as
the solid curve.

3 Combining the Algorithms

The justi�cation for investigating the generalizing power of the presented con-
�guration of multiple algorithms originated from the observation that a stand-
alone algorithm is bounded by the assumptions underlying that algorithm. Al-
though the extra gain can be marginal, every improvement is worth to look into
because the typical response is low and especially in the high cost { high impact
environment every extra properly targeted client means an increase of pro�t.
Put in other words, the idea behind target selection is that the behaviour of
prospects can be predicted by a theoretical relation. The combination of mul-
tiple algorithms tries to overcome algorithm speci�c limitations by deploying
several ones in constructing the �nal client score.

As mentioned in the previous section, target selection can be divided into two
stages: feature selection and client scoring. Although in some cases both stages
can be handled in the same computational procedure, it is instructive to treat
the stages separately. Magidson [10] reported that selecting features using Chaid
and scoring by logit is a powerful combination. This procedure can be applied
in general: one con�guration selects the important features and a second con-

�guration uses these features for the client scoring. Because there are usually
a lot of attributes in a direct marketing database, feature selection is necessary
to identify the important features. Every algorithm selecting features, however,
su�ers from algorithm speci�c assumptions: normally distributed data, for in-
stance. Because the total number of attributes is high, several feature selecting
algorithms can be applied. These rarely come up with exactly the same feature
subsets. If we assume that we have suÆcient feature selecting algorithms (a
domain expert can also be an "algorithm"), we have the availability of several
feature subsets which inhibit relevant attributes to the target selection problem.
The next question is how to assign a score to each client, given these feature sub-
sets. One option is to construct one large feature set, with all features present
in the feature sets given by the feature selecting algorithms. The disadvantage
of this approach is that the unique structures of the former feature sets are
lost. Another related problem, is what con�guration should be used to score
the clients only using the features present in this set? Other options of com-
bining feature sets before scoring the prospects will have to conquer the same
problems. The solution is simple: score all feature sets separately by algorithms
which are known or expected to do well. This results in di�erent scores for each
client in the database. Assign all scores a weight depending on the expected
performance by the speci�c con�guration and multiply the scores with these
weights before adding them up resulting in a �nal client score.

Mathematically expressed, if we have a data set with N customers and K at-
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tributes, and R feature selecting algorithms (FSAr) selecting R feature subsets
FTr with k(r) < K features each, we also need R scoring algorithms (SAr)
giving each customer n � N a score scnr and the total score for client n is given
by:

SCn =
X

r

�rscnr; (1)

in which �r is the weight factor for scoring algorithm r. In the ideal case, the
sum of these weights equals 1:

X

r

�r = 1: (2)

There are three special cases:

1. The feature selecting algorithm can be the same for all R scoring algo-
rithms, hence the same feature (sub)set is used for di�erent scoring con-
�gurations. Example: �nding the optimal number of neurons in the hidden
layer of a Arti�cial Neural Network.

2. The scoring algorithm can be the same for all R feature selecting algo-
rithms. Example: �nding the best feature subset for logistic regression as
scoring algorithm.

3. The feature selecting algorithm is absent or the same as the scoring algo-
rithm and R equals one. This is target selection in the "old-fashioned"
way.

Next to the special cases, by manipulating the weight factors, one can build an
algorithm selecting{target selection con�guration. The total method is summa-
rized in the 
owchart given in AD1. The only problem left is how to determine
appropriate values for the �'s.

Setting the Weight Factors

The weight factor gives a con�guration a degree of importance with respect to
the other con�gurations used in a combination. Di�erent con�gurations rarely
come up with scores on the same value scale. So, the second task of the weight
factor is transforming the scores given by the di�erent con�gurations to the
same scale. In order to establish a proper distinction between both tasks the
weight factor can be split up into two factors: one representing the relative
degree of importance and the other to scale the scores.

�r = �r
r (3)

In equation 3 the weight factor � is split into �, which represents the degree of
importance and 
 which is the scaling factor. The latter can easily be computed:


r =
NP
n
scnr

(4)

5



Four di�erent sets of weight factors are used. The �rst, straightforward, way is
to give all �'s the same value: 1=R. The second way is to set all �r to 1 and
calculate the 
r's according to equation 4. In order to satisfy (2), the resulting
scores SCn can be divided by the total sum of the scale factors, such that new
scaled SCn values are obtained:

SCn;new =
SCn;oldP

r

r

(5)

The third way to determine the weight factors is to apply a procedure which
optimizes the �'s, such as linear regression. The drawback of this approach is
that some weight factors can become negative. This can be prevented by using
a linear regression with positive coeÆcients.The �nal way to set the � weights
is based on domain expertise. A domain expert can be someone with expert
knowledge of or intensive experience with the algorithms, the (kind of) data set
or, ideally, both. If there are indications that one algorithm performs better on
a data set than others, the weight factor � for this algorithm can be increased
accordingly.

4 Application: CoIL Challenge

The approach presented in the previous section has been used on the data set
subject of study in the CoIL Challenge 2000. The task in this competition was
to predict potential caravan policy buyers from the client data of an insurance
company. The train set consist of 5822 client records each with 85 attributes
plus the dependent variable. The score set, which will be used for an out-of-
sample test has 4000 entries. In order to raise the generalizing power of the
model, the train set is randomly divided into three sets, such that the overall
percentage of respondents was kept. Two sets are, in turn, used for training
and the third as a �rst validation. Finally, a fourth model is built by adding all
three sets. By doing so, four di�erent models are used, which on turn can be
treated as one model by assigning each model weights. In �gure 2 the procedure
is drawn. The models mentioned in this �gure represent the con�guration of
�gure 3.
The performance measures on the �rst validation sets ("val" 1 to 3) are not
numerically given in this paper. They can be a �rst indication which model
trained on the cross sets performs best. The performances that we will report
are labeled "sc" 1 to 3, the performance of the three models based on the cross
sets, "score" 4, the performance of the model based on the entire train set and
"avg score", the three cross models added up in the same way we combine
di�erent algorithms. We give two examples.

Example 1

In this combination four algorithms are used. The �rst algorithm is linear
regression applied on all 85 variables (no feature selection). The second one
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Figure 2: CoIL example procedures

7



Data

Algo 1

Algo 2

Algo 3

Algo R

Score 1

Score 2

Score 3

Score R

Sum

Final

score

X WF(1)

X WF(2)

X WF(3)

X WF(R)

Figure 3: Methodology

8



is logistic regression, on a feature subset (k(2) = 8) also build by logit using a
t-test to test whether a coeÆcient signi�cantly di�ered from zero. The third one
is a feed-forward back-propagation neural network with 2 neurons in the hidden
layer deployed on a feature subset based on the degree of absolute correlation to
the dependent variable where interaction e�ects between variables are accounted
for (k(3) = 8), trained in 500 epochs. The fourth and �nal one is given by a
fuzzy modeling technique [3] with 5 initial clusters for each variable (k(4) = 8).
The di�erent values for the weight factors are given in table 1. In the �rst

equal scaled optimized dom exp all

�1 0.25/
1 1 2.1061 1.5 
1 0.2131
�2 0.25/
2 1 0 0.5 
2 0.2038
�3 0.25/
3 1 2.3412 1 
3 0.2066
�4 0.25/
4 1 0.1793 1 
4 0.3765

Table 1: Weight factors for example 1

column the four di�erent sets of weight factors are listed, the 
's are the same
for all listed � values. Note that the resulting � values are scaled except the
"dom exp" -� values. The resulting �'s can be scaled by applying equation 4,
where the 
r is substituted by �r. In this way, the weights set by the domain
expert (labeled "dom exp") are easier to explain. They are chosen given the
following observations. First of all, the logit model seems to be the weakest
link in this combination. The procedure to optimize the weight factor even
excludes logit. This seems to be a bit exaggerated, but a relative low value
is desirable. Furthermore, the weight factor for the linear regression is set a
bit higher because it is built on all features, and subsequently is expected to
represent more information. The resulting gain charts for the con�guration with
the weight factors determined by a domain expert are drawn in �gure 4.
The numerical performance measure used in the CoIL Challenge was the number
of respondents found in the �rst 20 % of the customers sorted by the SCn scores.
The total number of respondents in the score set equals 238. A random mailing
(no model used) results in a performance measure of circa 48 (47.6). So, every
value greater than this one is a gain to random mailing and the maximum
number is 238. The values for the four algorithms used stand-alone and the
combinations with the four sets of weight factors can be found in table 2.

lin log nn fuz equal scaled optim dom exp

score 1 121 110 110 113 118 118 119 123
score 2 110 108 109 90 114 115 113 114
score 3 115 104 111 111 115 113 117 116
score 4 118 103 114 108 114 116 117 120
avg score - - - - 116 115 119 119

Table 2: Numerical performance measures example 1
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Figure 4: Gain charts example 1

10



Example 2

The second combination exists of two algorithms: the same logit con�guration as
in example 1 and a neural network with 6 neurons in the hidden layer on a feature
subset based on correlation to the dependent variable. This second feature
subset contains 11 features. The di�erent values for the weight factors are
listed in table 3. The dissentient choice of the domain expertise weights can be

equal scaled optimized dom exp all

�1 0.5/
1 1 1.3897 0.5 
1 0.6456
�2 0.5/
2 1 0.2929 1.5 
2 0.3544

Table 3: Weight factors for example 2

explained by the fact that this particular neural network performs really well on
the data and logit does less, as can be seen in example 1. The combination works
very well as can be observed by looking at the numerical performances which
are listed in table 4 and the gain charts for the domain expertise con�guration
which are drawn in �gure 5.

log nn equal scaled optim dom exp

score 1 110 103 105 107 115 104
score 2 108 98 106 106 110 104
score 3 114 95 106 108 114 106
score 4 103 121 122 115 123 125
avg score - - 108 108 115 108

Table 4: Numerical performance measures example 2
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Figure 5: Gain charts example 2
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5 Discussion

In this section, the results of the previous section are discussed and compared

to the results of the contestants of the CoIL challenge 2000. From table 2, we
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Figure 6: Results participants of CoIL 2000

can see that the model based on the entire train set correctly scores 120 in the
�rst 20 % ranked prospects in the out-of-sample test. The model on the �rst
cross validation does even better: 123 respondents. In �gure 6 the results of the
43 participants are visualized. The best score is 121. Even the other models do
very well (in the best 5% of the CoIL participants).

In example 2 even a higher value is reached: 125 for the combination on the
entire train set. Although the con�guration with the neural network scored 121
stand-alone, the combination with logit adds another 4 successfully predicted
respondents.
The models build on the three cross validation sets ("avg score") do not have a
better result than the combinations on the entire train set.

Although some con�gurations used in the two examples do very well applied
stand-alone, there is a signi�cant gain in using approach of combining target
selection algorithms.
Every con�guration, hence algorithm, introduces its own systematic errors be-
cause the assumptions underlying the algorithm do not hold to their full extend
in the real world. Optimizing the weight factors using linear regression treats
each systematic error as a random error in the addition sum (equation 1). Fol-
lowing this observation, optimizing the weights is more justi�ed when a larger
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number of algorithms are combined. Systematic errors imply that all values in
a set are shifted in the same direction in the same amount - in unison. This is
in contrast to random errors where each value 
uctuates independently of the
others. So, when it comes to optimizing the weight factors, a combination of
more than a few algorithms with di�erent assumptions is the best option.
The results subscribe this statement: the combinations of the models build on
the three cross sets ("avg score") do not outperform the combinations on the
entire train set, because the same assumptions hold. On the other hand , the
� weights of the optimized set in example 1 are closer to the weights set by the
domain expert than in example 2. The domain expert obtained the best results,
so in example 1 the weights are nearer to his weights, because more algorithms,
hence di�erent assumptions are used.

6 Conclusions and Recommendations

Despite the fact that many algorithms are developed for the purpose of target
selection, no universal algorithm exist. The strength of the approach presented
in this paper is that the structure and speci�c characteristics of each feature sub-
set are maintained and scored individually. If proper action is taken to prevent
over-training in building the algorithms, combining them will not introduce any
kind of over-training. The quality of the train samples are equally important in
preventing over-training. Spurious relations can be found, especially in case of

a large number of algorithms in a combination.
By adequately combining the scores, results are achieved out-performing all par-
ticipants in the CoIL challenge 2000. The best results are obtained by using
the weights chosen by a domain expert. If such a person is not available, the
best way seems to be optimizing the weights using a linear regression method
with positive coeÆcients. A fairly large number of algorithms with di�erent
assumptions is needed for adequately optimized weights.

Further research has to be done to �nd out where the limits of combining
algorithms are at. To put in other words, how sensitive this approach is to
adding a large number of di�erent combinations. Another question is how cross
validation could better be integrated in this technique.
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