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ABSTRACT

We address the problem of jointly determining production planning and scheduling
decisons in a complex multi-sage, multi-product, multi-machine, and batch-production
environment. Large numbers of process and discrete parts manufacturing industries are
characterized by increesng product variety, low product volumes, demand variability and
reduced drategic planning cycle Multi-stage batch-processng indudries like chemicds,
food, glass, pharmaceuticals, tire, eic. are some examples that face this environment. Lack of
efficient production planning and scheduling decisons in this environment often results in
high inventory costs and low capacity utilization.

In this research, we consder the production environment that produces intermediate
products, by-products and finished goods a a production stage. By-products are recycled to
recover reusable raw materids. Inputs to a production stage are raw materiads, intermediate
products and reusable raw materids. Complexities in the production process arise due to the
desred coordination of various production stages and the recycling process. We consder
flexible production resources where equipments are shared amongst products. This often
leads to conflict in the capacity requirements & an aggregate levd and a the detaled
scheduling levd. The environment is characterized by dynamic and determinigic demands
of finished goods over a finite planning horizon, high set-up times, trandfer lot sizes and
perishability of products. The decisons in the problem ae to determine the production
guantities and inventory levels of products, aggregate capecity of the resources required and
to derive detailed schedules a minimum cost.

We determine production planning and scheduling decisons through a sequence of
mathematicdl modds. Firs, we devdop a mixed-integer programming (MIP) modd to
determine production quantities of products in each time period of the planning horizon. The
objective of the modd is to minimize inventory and set-up codsts of intermediate products and
finished goods, inventory costs of by-products and reusable raw materids, and cost of fresh
rav materids. This modd aso determines the aggregate capacity of the resources required
to implement the production plan. We develop a variant of the planning modd for jointly
planning sdes and production. This modd has additiond market condraints of lower and
upper bounds on the demand. Next, we develop an MIP scheduling modd to execute the
aggregate sdes and productions plans obtained from the planning model. The scheduling
model derives detailed equipment wise schedules of products. The objective of the
scheduling mode isto minimize earliness and tardiness (E/T) pendties.

We use branch and bound procedure to solve the productionplanning problem.
Demand of finished goods for each period over the planning horizon is an input to the modd.
The planning modd isimplemented on arolling horizon basis.



We consder flowshop setting for the finished goods in the production environment.
The due dates of finished goods are based on the customer orders. We report some new
results for scheduling decisons in a permutation flowshop with E/T pendties about a
common due date. This dass of problems can be sub-divided into three groups- one, where
the common due date is such that dl jobs are necessarily tardy; the second, where the due
date is such that the problem is unrestricted; and third is a group of problems where the due
date 5 between the above two. We develop andytica results and heuristics for flow shop E/T
problems arisng in each of these three classes. We aso report computationa performance on
these heurigtics. The intermediate products follow a generad job shop production process with
re-entrant flows. We develop heuriics to determine equipment wise schedule of
intermediate products a each level of the product structure. The due date of an intermediate
product is based on the schedule of its higher-level product.

The models developed are tested on data for a chemical company in India The results
of cos minimization modd in a paticular ingance indicated savings of 61.20 percent in
inventory costs of intermediate products, 38.46 percent in set-up costs, 8.58 percent in
inventory codts of by-products and reusable raw materids, and 20.50 percent in fresh raw
materid cogts over the actua production plan followed by the company. The results of the
contribution maximization modd indicate 4254 percent increese in contribution. We aso
perform sengtivity analysis on results of the production planning and scheduling problem.

The contribution of this research is the new complexities addressed in the production
planning and scheduling problem. Traditiond modes on muiti-stage production planning and
scheduling are primarily based on assembly and fabrication types of product sructures and
do not condder the issues involved in recycling process Scheduling theory with E/T
pendties is largdy limited to sngle machine environment. We expect that models developed
in this research would form bass for production planning and scheduling decisons in multi-
dage, multi-machine batch processng sysems. The sendtivity andyss of the models would
provide an opportunity to the managers to evauae the dternate production plans and to
respond to the problem complexitiesin a better way.
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1 I ntroduction

1.1 Introduction

Today's busness environment has become highly competitive. Manufacturing firms
have darted recognizing the importance of manufacturing drategy in their businesses. Frms
ae increedngly facing externd pressures to improve customer response time, increase
product offerings, manage demand variability and be price competitive. In order to meet
these chdlenges, firms often find themsdves in dtuaions with criticd shortages of some
products and excess inventories of other products. This raises the issue of finding the right
baance between cutting costs and maintaining customer responsveness. Firms are facing
internd pressures to increase profitability through improvements in manufecturing  efficiency

and reductions in operational costs.

There ae severd ingances in industry where the above-mentioned changes in
busness environment have affected the profitability of firms Harris Corporaion, an
electronics company based in U.SA., increased its product range considerably and invested
in flexible manufacturing resources in the early 1990s. They had to provide competitive on
time delivery peformance over a much greater product mix. Ther inefficdent handling of a
large product variety resulted in late deliveries, lost sdes and average losses of $75 million
annudly (Leachman et d., 1996). IBM faced record losses in 1993 in the manufacturing and
digribution operations of its computer business due to high operational costs. They could not
handle the high demand variability of their products and reported high inventory costs and
gsock outs (Feigin et a., 1996). Fud inventory costs have risen consderably in dectric utility

indudgtries in U.SA. in the las two decades as a result of dectricity demand fluctuations



(Chao et d., 1989). H&R Johnson, the largest tile manufacturer in Indig, had to increase its
product variety in terms of dze and desgn, in order to meet the demand of expanding
condruction market. This resulted in high inventory costs. Their customer response time
increased congderably, resulting in loss of sdes (Gupta, 1993). Synpack, an Indian chemica
manufacturing firm, increased its product portfolio in the mid 1990s. However, it could not
handle the ddivery commitments. The company’s market share reduced considerably and

they incurred high inventory costs (Akthar, 2004).

Indian manufacturing firms are facing Hiff globa competition, especidly from China
Today, China has become the world's largest manufacturing base. China's capability to offer
a large variety of products a low prices, and its fast responsiveness to the market has
svady dfected the sdes of many Indian manufacturing firms. Indian companies are now
forced to be compstitive on prices, increase product offerings, and have shorter lead times in

production.

The implications of the above—mentioned chdlenges in the business environment are
that manufacturing firms are now forced to focus on cost-leadership issues, optimize the use
of available resources, and reduce their operationd costs. They have to congantly explore

manufacturing strategies to meet these objectives.

Since the mid 1980s, the business press has highlighted the success of many
Japanese, European, and North American firms in achieving a high degree of efficiency in
menufacturing (Silver et d., 1998). In recent years, many of these firms have darted to
coordinate with other firms in ther supply chan. For example, ingead of responding to

demand varigbility, firms share information with their partners to andyze demand paitern. It
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is obsarved that this notion, dthough useful, is not a sufficent way of facing some of the
chdlenges discussed earlier. Mogt managers assume that new levels of efficiency can be
obtaned smply by sharing informaion and forming dliances with ther patners. They do
not redlize that information and data have to be used with very clear objectives. Here, the role
of inventory management and production planning and scheduling is introduced. Developing
sound production planning and scheduling Strategies may seem mundane in comparison to
drategy formulation, but it is observed that these drategies are critical to long-term survivd

and compstitive advantage.

Production planning and scheduling help condderably in reducing operationa codts,
improving customer service and utilizing the resources optimdly. In the examples discussed
above of high operationa codts incurred by firms, dgnificant savings have been redized
usng production planning and scheduling. By applying optimization based production
planning system, Harris Corporation raised its on-time ddiveries from 75 to 95 percent
without increasing inventories and converted its huge losses to an annud profit $40 million.
Over the past two decades, IBM's operations research team developed production-planning
sysems and heped save hundreds of millions of dollars, while improving operations and
competitive drategies. H&R Johnson implemented production-planning tools and reduced its

production lead times and inventory cogs.

Production planning and scheduling find their agpplicability in both discrete parts
menufacturing and process industries. APICS' dictionary provides the key dements to
classfy industries as process or discrete parts (Blomer and Gunther, 1998; Crama et 4d.,

2001). More and more process indudtries are shifting to specidties market with customized

! American Production and Inventory Control Society
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products and are no longer operating on make-to-stock policy done. This is especidly true of
batch process indudtries such as pharmaceuticals, food, and glass, etc. These industries do not
redrict themsdves to commodity products only. The firg dgnificant goplications of
production planning and scheduling methods in process indudtries were in oil refineries, food
processng and sed manufacturing. Through the years, production planning and scheduling
methods have been developed and gpplied to process manufacturing of other products such

as chemicals, paper, sogp and industria gases.

The man motivation for this research is to observe the potentid benefits of
production planning and scheduling in manufacturing indudtries. The am is to investigae the

benefits of production planning and scheduling in complex production environments.

The remainder of this chapter is organized as follows. In the next section, we discuss
the production planning and scheduling problem addressed in this research. We begin by
describing the production environment in sub section 1.2.1. In sub-section 1.2.2, we discuss
the complexities in the production environment. We describe the decisons to be addressed in
the production planning and scheduling problem in sub-section 1.2.3. The summary of this

chapter is provided in section 1.3.

1.2 Production Planning and Scheduling Problem

In this section, we describe the production planning and scheduling problem
addressed in this research. First we describe the production environment. The motivation for
the production environment conddered in this research is largdy from our observations on

characterisics of chemicd plants. Then we describe the complexities in the production

12



environment. Subsequently we focus on the decisons to be addressed in the production

planning and scheduling problem.

1.2.1 Production Environment

We condder multi-stage production environment that produces both intermediate
products and finished goods. A stage in the production environment corresponds to the
production of an intermediate product or a finished good. The concept of multi-stage in the
environment consdered is equivaent to the multi-level product structure, as shown below for
illugration in figure 1.1. In figure 1.1, level O products are finished goods (E1, E2, E3), levd
1 and level 2 products are intermediate products (11,12,...16). The levels in the product
dructure diagram are various stages of the production process. For ingtance, level 1 and leve
2 in figure 1.1 are the intermediate products stages. The intermediate products at levd 2 are
inputs to the intermediate products at level 1. Leved 1 intermediate products are inputs to

leve O products, which are finished goods, and at the finished goods production stage.

Level O El E2 E3
Level 1 1 12 13
Level 2 14 15 16

Figure 1.1: Multi-level Product Structure and Concept of Stage

The production environment has multiple production plants to produce intermediate

products and finished goods. A production plant conssts of number of equipment, caled as

13



‘machines. Intermediate products and finished goods are processed on machines in a
production plant in a specific order. The processng of a product on a machine is cdled an
‘operation’. A ‘route is defined as the sequence of machines used for processing a product.
To illugtrate these concepts, we use figure 1.2 below. Consider a product ‘P, it requires four
operdtions in a production plant. There are five machines in the plant in this example
(M1M2,..M5). As indicated in figure 1.2, there is choice of machines between M3 and M4
for third operaion. That is, based on the machine used for third operation of product P, there
are two different routes, Route 1 and Route 2 to produce product P. Route 1 comprises

machines M1, M2, M3, M5 and Route 2 comprises machinesM1, M2, M4 and M5.

i Route 1
—» M3 P —>

—» M1 P M2

|

|

i M5 Route 2
P M4 —>

Operation 1 Operation 2 Operation 3 Operation 4

Figure 1.2: Machines, Operations and Routes of a Product

There are two types of production plants in the production process. One is the
dedicated production plant. In the dedicated production plant, only one type of product is
produced. The second type is the flexible plant. In the flexible production plant, ntermediate

products and finished goods share machines.

A by-product is generated, when an intermediate product or a finished good is

produced in a production plant. A by-product condsts of reussble raw materids. By-
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products are processed in a separate recycling plant, and some reussble rawv materids are
recovered from the recycling process. Part of the raw materias that is not recovered for reuse
becomes waste. Figure 1.3 shows the inputs and outputs of the production process and

linkages between the production plants and the recycling plants.

Fresh Raw Materials  Intermediates

l l

—’| | ntermediate Products Plant |

B} Products _
Fresh Raw Materials ~ Intermediates
Recycling Plant | D | l
L —'| Finished GoodsPlant |
Reusable Raw Materials } |
By Products Finished Goods

Waste

Figure 1.3: Inputs and Outputs of a Production Process

It can be seen in figure 1.3 that inputs to production process in a plant are the fresh
rav materids, reusable rawv materids and intermediate products. The outputs of a production
process from a plant are intermediate products, finished goods and by-products. By-products
are processed in recycling plants to recover reusable raw materiads. Reusable raw materids

are used again as inputs in the production process.

We condder flowshop setting for the finished goods in the production environment.
In a flowshop, dl products follow a smilar route in a production plant. Intermediate products
follow a genera job shop setting with re-entrant flows. In a general job shop, the routes of
products are digtinct. The characterigtic of a re-entrant job shop is that jobs are processed on

aparticular machine for more than one operation.
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1.2.2 Complexitiesin the Production Environment

In this sub-section, we describe some of the complexities that exist in the production
environment. The production environment discussed in previous sub-section, and the
complexities in the production environment, form the bass for production planning and

scheduling decisons.

As seen in figure 1.3, rawv materids are recovered from by-products through a
recycling process and reused in the production process. The recycling process is an important
tool in reducing the operationd cods, as the cost of raw materids is very high. Maximum
recovery of the raw materids would trandae to less use of fresh raw maerids in the
production process. It is dedrable to run the recycling plants when the production plants are
in operation. The reason for this argument is that by-products and reusable raw materids
have limited storage capacity. Simultaneous generation and recycling of by-products would
minimize the sorage of by-products and recovered raw materids. This dso trandates into
maintaining lesser inventory of fresh rav materids, because more reusable raw materials are
being used in the production process. The above discusson leads to requirement of
coordinating the production process and the recycling process. The production plans of the

plants should be synchronized with the recycling plants to reduce the operational costs.

In a multi-sage environment, inventory is in the form of intermediate products and
finished goods. To minimize production costs, inventory of the products needs to be
minimized. This objective results in complexty of coordinating the schedules of products
across the production plants. If production plants were decoupled with each other while

scheduling, condderably high amount of inventory would be required to avoid production

16



delays. When an intermediate product or an end product is scheduled, intermediate products
that are inputs to the product should be avalable. Inventory of products will be reduced if the
production plants are synchronized, i.e, when an intermediate product is produced, its
higher-level product (where it is an input) is ready for processng. Similarly, the availability

of raw materias with their minimum inventory is to be ensured before scheduling products.

There are high setup times in the production process. During product changeover a a
flexible machine, idle time is incurred. In chemica plants, because of the chemica properties
of products, resdues have to be removed thoroughly a each changeover, and this results in
consderable amount of idle time. There are trade-offs between setup costs and inventory
cods. Higher production run of a product in a setup would result in high inventory cog,

whereas more number of setups would consume significant amount of capacity in setups.

Intermediate products and finished goods are perishable. They have to be consumed
within a specific time period, ese they become waste. To minimize wastage and to avoid any
production delays resulting from wastage, production plans a the plants need to be

synchronized based on the shelf life of products.

Intermediate products are transferred to another production plant or within the same
production plant, for next stage production, through transfer lot sze of products. Only after
certan quantity specified by the trandfer lot sze is produced, the product is trandferred for its
consumption. This again leads to the requirement of coordinating the production plants on

the basis of transfer lot Szes.

There is dso a trade-off between purchasing the intermediate products and their in-

house production. The implications of purchasng the intermediate products are twofold.

17



Purchasng would obvioudy result in higher production costs, but this dso can hdp in

minimizing production delays

Demand varigbility adds to the complexity in the sysem. The production plaming is
done on the basis of combination of firm orders and demand forecast over a finite planning
horizon. The implication of demand vaiability is that if the demand forecast is not correct,
there would be high inventory levels of some products and stock outs of other products.
Ancther implication of demand fluctuation is that within the planning period, frequent

revison in production plan and schedule is required to absorb the variation in demand.

Based on the production environment and its complexities discussed above, we
describe in the next sub-section, the production planning and scheduling problem. We aso

formalize the decisions to be addressed in the production planning and scheduling problem.

1.2.3 Production Planning and Scheduling Decisions

In this sub-section, we characterize the production planning and scheduling problem
based on the decisions to be addressed in the problem. There are two sets of decisons in the
problem. One set of decisons is the production planning decisons. The other set is the

scheduling decisons.

Production planning decisons are aggregate decisons and tactica in nature. One of
the production planning decisons is to determine the production quantity of intermediate
products and finished goods in each time period of the planning horizon. Production planning
adso determines the aggregate capacity of resources required to meet the production plan in

each time period is to be determined. The production planning costs are the inventory costs

18



of products and setup cogts incurred over the planning horizon. The production-planning

problem isto determine the decisions discussed above a minimum cost.

Scheduling decisons are more detalled and operatiiond in nature. The time horizon of
scheduling decisons is reatively short. For each product, the start time and the completion
time on each machine is to be determined. The scheduling costs conssts of inventory costs
and cogts incurred due to dday in saidfying cusomer orders. The formd definition of
scheduling codts is provided later in chapter 3. The scheduling problem in our research is to
determine the scheduling decisons a minimum cost. We ae deding with deterministic
scheduling, i.e, & the time of scheduling, dl the information that defines a problem instance
is known with certainty. The information lending the scheduling problem to be determinidtic,

for example, is the known processing time of products, and machine availability.

1.3 Summary

In this chapter, we have discussed some of the changes occurring in the business
environment as a result of increesng globd competitiveness of firms We highlighted the
increedng importance of reducing operationd cods of firms in the changing environment. It
was discussed tha production planning and scheduling is one of the important tools in
reducing the operational costs of firms. We provided a detailed description of production
planning and scheduling problem addressed in this research. Then, we discussed the
production environment in detail dong with the complexities of the production environment.
We dso focused on the decisons to be addressed in the production planning and scheduling

problem.
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The res of the theds is organized as follows. In the next chapter, we provide the
literature review of the production planning and scheduling problem conddered in this
research. Chepter 3 describes the mathematicdl models for addressng the production
planning and scheduling decisons. In chepter 4, we discuss the solution dgorithms for
solving the production planning and scheduling problem. In chapter 5, we report the results
of the solution dgorithms used to solve production planning and scheduling problem. We
dso provide sendtivity andyss on results of the production planning and scheduling
problem in this chepter. In chapter 6, we apply the production planning and scheduling
models to a red life problem of pharmaceuticd company in India The results of this
goplication and the sengtivity andyss on the results are provided in this chapter. In chapter
7, we provide the summary of this research, contribution from this research, and discuss

some issues relating to future research.
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2  Literature Review

In this chapter, we review the research on production planning and scheduling
problems in discrete parts manufacturing and process indudtries. There has been a renewed
interest in application of mathematical programming to address production planning and
scheduling decisions (Graves e d., 1993). The interest is mainly due to recent advances in
information technology as it alows production managers to acquire and process production
data on a red-time bads. As a result, managers are actively seeking decisons support
sysdems to improve ther decisonrmeking. We will review some of the mathemdticd

programming models devel oped and applied to the industry problems.

Primarily, there exist two types of approaches to address the production planning and
scheduling decisons. One is the integrated approach, where production planning and
scheduling decisons are determined Smultaneoudy in a sngle monalithic modd. The other
goproach is the hierarchica approach, where production planning and scheduling decisions
ae determined sequentidly through separate modds a an increasing level of detall. Both the
approaches have been applied to solve the production planning and scheduling problems. We

will sudy the mathematical models in both the approachesin this chapter.

Mogt of the research in scheduling theory with consideration of due dates has focused
on minmizing the delay in customer orders (tardiness). The forma definition of tardiness is
provided laer in the chapter. Recently, the scheduling researchers have darted investigating
issues related to earliness of a job. Just-inTime (JT) philosophy has been the main driving
force for this interest. We will study severd other reasons for consdering earliness as one of

scheduling objectives later in the chepter.
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The plan of this chapter is as follows. In the next section, we discuss the integrated
mathematicd modes developed in discrete parts manufacturing and process indudtries. In
section 2.2, we review hierarchica production planning and scheduling models. Section 2.3
describes the work done in scheduling with earliness and tardiness pendties. In section 2.4,

we identify certain research gaps from thisliterature review.

2.1 Integrated Production Planning and Scheduling Models

We begin by reviewing the integrated models gpplied to sngle-stage and multi-stage
production environment in discrete parts manufacturing indudtries. Then we will consder the
models in process industries. Manne (1958) was the first to propose a productionscheduling
modd for mult—product, sngle-stage, and batch processng environment. Manne developed
a linear program that provided a good agpproximation when the number of products being
manufactured is large in comparison to the number of time periods. The solution procedure
developed by Manne does not provide optima solution to the problem. Dzdinski and
Gomory (1965) further developed the modd suggested by Manne (1958) by applying
Dantzig-Wolfe decompogtion to the problem. Application of the decompostion principle
yidds an equivdent linear program, caled the master program, with fewer condraints and
variables. The decomposition methods in the solution procedure provided by Dzidinski and
Gomory helped in reducing the computations, but the solution obtained is far from optimal.
The linear program being decomposed is only an approximation to an integer program whose
solution is actudly desred. Lasdon and Terjung (1971) applied the column generaion
procedure to the multi-product, single-stage integrated production-scheduling problem. They

do not consder the magter problem as done by Dzdinski and Gomory. Instead, the large
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number of varigbles is handled by column generation via sub-problems. They derive a lower
bound of the problem and use it as the termination criterion for computations. The solution
procedure from Lasdon and Terjung requires hadf the number of iterations as compared to the
work of Dzidinski and Gomory. However, the solution obtained by Larson and Terjung aso
is quite far from the optima solution. In fact, the solutions suggested by Manne (1958),
Dzidinski and Gomory (1965) and Lasdon and Terjung (1971) are not necessxily feasble
and the reported costs are not necessarily correct. This is because setup times and costs are
charged only once even when a bach is split between periods. The authors have
goproximated these costs with the reason that with many products produced in each period,
the percentage of unaccounted setups is usudly smdl. Thus, in dl three papers, the codts are
underestimated and the capacity is not sufficient to dlow for setups in some periods. This
will sometimes result in infeesble schedules. Eppen and Martin (1987) developed tighter
liner programming and lagrangian relaxation for multi-product, single stage production
scheduling problems. They show that the linear programming relaxation generates bounds
equal to those generated using lagrangian relaxaion or column generation. Eppen and Martin
report on successful experiments with models condgting of upto 200 products and 10 time
periods. Trigeiro, Thomas and McClain (1989) reported on computational experience using
lagrangian relaxaion on large multi-product, sSngle-sage modds with high setup times
They improved on the weskness of underestimating set-up times and set-up codts in above
mentioned three papers. However, the solution procedure provided by Trigeiro, Thomas and

McClain adso does not guarantee feasihility of scheduling decisions.

Multi-stage production environment introduces dependent demand of products.

Production quantities and schedules of products a a particular level depend on the decisons
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made for the products a higher levels (parents or successors). Earlier work in multi-stage
batch processng system is by Zangwill (1969) and Venott (1969). They presented efficient
solution techniques with dynamic programming for un-capacitated seriad product structure.
The computational requirements increese condderably with problem sze in the solution
procedures of Zangwill and Venott. Love (1972) shows that if production costs are non
decreasing from intermediate products stage to end products stage, then an optimal hedule
has the property that if in a given period, stage | produces, then stage j + 1 aso produces.
This nested dructure is exploited by Love in an dgorithm for finding an optima schedule.
Crowston, Wagner and Williams (1973) andyzed multi-machine lot Szing decisons by
condructing dynamic programming agorithm in serid and assembly product Structures, with
condant demand in an infinite planning horizon. However, they consder only one
component at a level, and the solution procedure is characterized by excessve computationa
requirements. Crowston and Wagner (1973) extended the results of Love (1972) to present
dynamic programming agorithm for assembly dructures with known but varying demand
over the finite-planning horizon. The solution time of the dgorithm incresses exponentidly
with the number of time periods, but only linearly with the increase in number of dages.
Crowston and Wagner dso apply branch and bound agorithm for large number of time
periods but with serid product structures only. Lambrecht and VanderEecken (1978) present
a heurigtic approach for serid product structure with only one capacity congraint. Blackburn
and Millen (1982) condder serid and assembly product sructures with  un-capacitated
production facility. Through series of smulation experiments, Blackburn and Miller report
potentid errors in dngle- pass, stage-by-stage heurigtic approaches for lot-9zing decisons in

multi-stage systems. One mgor weskness in dl the research discussed so far on multi-stage
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environment is that they do not consder component commondlity, i.e, a product with more
than one successor or parent. This assumption is unredigic for many plant environments.
Steinberg and Napier (1980) were the first to condder product commonality by proposing a
formulation that is a condrained generalized network framework. This work brings out the
importance of commondity and serves as a benchmak for evduatiing heuristic agorithms.
However, the modd is solved with a mixed integer programming code, which limits its
goplication to smdl problems. Billington, McClan and Thomas (1983) formulate a mixed-
integer program to modd the cepacity condraned multi-stage generad product sructure
production-scheduling problem for determining lot—Szing decisons, production lead-times
and capacity planning. They dlow product commondity in the product structure, a feature
largely ignored in the previous work. Billington, McClan and Thomas deveop heurigtic
procedures to reduce the problem size on the bass on number of common products. Their
solution procedure is not useful for large problems and the heurigtic solution is found to be
very fa from the optima solution. Afentekis, Gavish and Karmarkar (1984) developed
dgorithms to obtain optima solutions for gngle-product assembly product structures for un-
capacitated sysems. They decompose the problem into st of sngle stage production
planning problems linked by a set of dud prices They solve these single stage problems
usng a fast shortest path dgorithm. This natural decompostion has been used as an efficient
way to develop lower bounds to the optima solution. They incorporate the lower bounds in a
branch and bound procedure and solve problems up to 50 products in 15 stages for 18 periods
in the planning horizon. However, their solution is for assembly product structures only.
Aftentakis and Gavish (1986) relax this redriction and examine the lot-9zing problem in the

generd product dructure sysems with un-capecitated production facilitiess The solution
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procedure for the problem defined with generd product structure is more complex than the
one defined on assembly sysems. Afentakis and Gavish transform the genera product
dructure problem into an equivdent and larger assembly system. They goply lagrangian
relaxaion tha yieds eedly solvable sub-problems. However, this agpproach sgnificantly
increases the number of varigbles. They report computationd results with only 3 end
products and 15 stages over a 12 period planning horizon. Franca, Armentano, Berretta and
Clark (1996) condder the lot Szing decisons in multi-stage capecitated systems with
assembly and generd product structures. They develop heurigtic agorithms that perform well
only with large capacity, fewer setups, and assembly product sructures. They report
computationa results upto 17 products and 10 time periods. Pongcharoen, Hicks and Braiden
(2004) condgder multi-stage, capecitated production planning and scheduling problem in
assembly product dructures. They use genetic dgorithms based heuristics but report results
for smdl problems only. Bahl, Ritzman and Gupta (1987) and Karimi, Ghomi and Wilson
(2003) provide a review of the production planning modds for discrete parts manufacturing
goplications. Table 21 summarizes the models developed in dngle and multi-stage batch

processing systems for discrete parts manufacturing environment.

Mathematical programming gpplications for production-planning decisons have been
used in process indudtries like oil, sted, petroleum, food etc. Eilon (1969) proposed a mixed
integer program (MIP) for production scheduling in multi-product, sngle stage environment
with capacity condraints in a chemicd industry. He developed heurigtic agorithms based on
batch scheduling approach to schedule 5 products, subject to norma demand distribution
with known parameters. In a two-stage production environment, Prabhakar (1974) studied lot

gzing and sequence dependent setup time sequencing in the chemicd industry using an MIP
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to obtain production schedules only for a single planning period. He considers the complexity

of job golitting while determining the scheduling decisons Prabhekar used branch and

bound dgorithm to solve the MIP and reported results for smdl problems. Zanakis and Smith

(1980) present a god programming approach for production planning decisons in chemica

(1973)
Pongcharoen, Hicks and Braden
(2004)

Source Production Environment

Manne (1958) Multi-product, dngle dSage,  capacitated

Dzidinski and Gomory (1965) production facilities.

Lasdon and Terjung (1971)

Triggro, Thomas and McClan

(1989)

Eppen and Martin (1987)

Bah, Ritzman and Gupta (1987)

Zangwill (1969) Multi-product,  multi-stage  series  product

Veinott (1969) structure, capacitated production facilities.

Love (1972)

Lambrecht and VVanderEecken (1978)

Billington, McClan and Thomas| Multi-product, generad product structure with

(1983) sngle end product, cepacitaled  multi-

Franca, Armentano, Berretta and | production facilities.

Clark (1996)

Blackburn and Millen (1982) Multi-product, generd product structure with

Afentakis and Gavish (1986) gngle end product, un-cepacitated multi-
production facilities.

Steinberg and Napier (1980) Multi-product, multi-stage assembly system,

Afentakis, Gavish and Karmarkar | un-capacitated production facilities

(1984)

Bahl, Ritzman and Gupta (1987)

Roundy (1993)

Crowston, Wagner and Williams | Multi-product, multi-stage series and assembly

product  dructures, capecitated  facilities,

constant demand.

Crowston and Wagner (1973)

Multi-product, multi-stage series and assembly
product  dructures, capaecitated  facilities,
varying demand.

Table2.1: Integrated Modelsin Discrete Parts Manufacturing Industries
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indudtries. There exis some non-linearities in the cost structures and production process in
the chemicd plants. These non-linearities arise when there is a pooling of products. Non
linearities may adso aise in blending find products if the qudities of the component sreams
affect the qualities of the blended product in a nontlinear manner. There are non-lineaities in
process yields aso in chemica plants. Baker and Lasdon (1985) provide trestment of non-
linearities through use of Successve Linear Programming (SLP) in their work. Vickery and
Markland (1985) develop an integer god programming approach in capacitated multi-
product production environment in serid production system for a pharmaceutical company.
They devdop heuridic dgorithms for solving large-scde problems. Smith-Danids and
Smith-Daniels (1986) present an MIP for lot Szing in packaging lines with joint family cods
and sequence dependent setup times. They use branch and bound dgorithm for solving the
problem and report results for smdl problem sizes only. Smith-Daniels and Ritzman (1988)
present an MIP for lot 9zing and sequencing in process indudtries. They report successful
implementation of modes in food indusry with problem sze of 160 integer varidbles and
1760 continuous variables. They adso compare their solution with the approach that consders
lot d9zing and sequencing as independent decisons. They ague that decomposing the
problem into sub-problems can result in infeasble production schedules. However, integrated
solution of Smith-Danids and Ritzman is tested only for smdl problems. Shapiro (1993)
developed a LP production-planning modd for an ail refinery. He applies Dantzig-Wolfe
decomposition method to solve the problem. Shapiro dso developed an MIP to capture the
non-linear characterigtics in chemica indudries, and reports results with 15 products. Numao
(1995) solves an integrated production planning and scheduling problem in petrochemica

production process. They design a heuristic based decison support sysem to address the
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production planning and scheduling decisons, dthough the performance of the heurigtics is
not reported. Table 2.2 summarizes the large-scde monoalithic mathematical modes applied
in process indudries for production planning and scheduling. In the next section, we study

some of the hierarchical production planning and scheduling modes.

Source Production Environment

Eilon (1969) Sngle dage, multi-plant, capacitated
Smith-Danids and ~ Smith-Danids | production facilities.

(1986)

Prabhakar (1974) Multi-stage, multi- plant, capacitated
Zanakis and Smith (1980) production facilities.

Baker and Lasdon (1985)

Vickery and Markland (1986)

Smith-Daniels and Ritzman (1988)

Shapiro (1993)

Numao (1995)

Table 2.2: Integrated Modelsin Process Industries.

2.2 Hierarchical Production Planning and Scheduling M odels

Hax and Med (1975) and Bitran and Hax (1977) did earlier work in formaizing the
hierarchical production-planning framework in a multi-product, multi-plant, sngle-stage, and
batch-processng environment. They present procedures to partition the overdl production
planning and scheduling problem into managesble and interlinked sub-problems.  An
important input in hierarchical modding philosophy is the number of levels recognized in the
product dructure. Hax and Med (1975) recognized three levels for the purpose of
aggregating the product data. They dtate that aggregation is often achieved by grouping end

products into product families and product families into product types. Product families are
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groups of products that share a common manufacturing set-up cost. Product types are groups
of families whose production quantities are to be determined by an aggregate production
plan. Families belonging to a type normdly have smilar coss per unit of production time
and smilar seasond demand patterns. In practica gpplications, more or fewer levels might
be needed. The hierarchical gpproach can be extended to different numbers of aggregation
levels by defining adequate sub-problems. Hax and Med (1975) provide heurigics to
perform four levels of computations. Fird, products are assgned to plants usng MIP, which
makes long-term capacity provison and utilization decisons. Second, a seasona stock
accumulation plan is prepared usng LP, making dlocation of cgpacity in each plant among
product types. At the third level, detalled schedules are prepared for each product family
usng dandard inventory control methods, alocating the product type capacity among the
product families and a the fourth leve, individud run quantities are caculated for each

product in each family, again using sandard inventory control methods.

A dgnificant aspect of the hierarchicd gpproach is the ability of disaggregation
procedures to obtain feasible solutions of aggregate decisons a the detalled levd. Bitran and
Hax (1977) conducted a series of experiments to examine the performance of the single-stage
hierarchicd sysem to determine the Sze of the forecast errors, capacity avaldbility,
magnitude of setup cods and nature of planning horizon. Bitran, Haas and Hax (1981)
compare various disaggregation procedures and analyze the impact of different aggregation
schemes on production planning costs. They dso modify the procedures of Bitran and Hax
(1977) to incorporate high setup cost. Liberatore and Miller (1985) developed hierarchica
models for production planning and scheduling in single stage, multi-product capacitated

production fecilities. They develop a LP modd for production planning decisons and an MIP
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for daly scheduling decisons. Their solution procedure is useful for single sage problems
only. Resource dlocation in sngle sage, pardle machine scheduling agpplication has been
described in Bitran and Tirupati (1988ab). They develop mixed integer, quadratic program
aggregate planning model to homogenize the product group. This resulted in reduction in
complexity for the scheduling problem. Bowers and Jarvis (1992) applied hierarchica
framework for multi-product, sngle-stage production and scheduling problem. The three
phase models developed by Bowers and Javis implements inventory planning, short-term

production planning and daily sequencing tasks.

Med (1978) describes an integrated didribution planning and control system citing
the complexities in extending the hierarchical gpproach to multisage sysems. The two
dages are the parts production and assembly operaions and the third stage is the digtribution
system. This work lacks the consistency between aggregation and disaggregation procedures,
i.e, the link between the production and a digribution module is rdatively wesk. Gabbay
(1979) addressed multi-product, capacitated multi-stage  production  environment  in
hierarchica planning framework. He does not provide a proposal to address the infeasibility
in production schedules. Bitran, Haas and Hax (1982) apply the extenson of single stage
hierarchicd stage production planning to two-stage production process. The two stages are
the parts production and the assembly process. Maxwell et a. (1983) propose a hierarchica
st of models for production planning in discrete parts manufacturing and assembly systems.
Their solution procedure works well with large capacity only. They apply the modes in
gamping plants in US automotive industry. Bitran and Tirupati (1993) comprehensvely
review the work done in single sage and multi stage hierarchicd models in production

planning and scheduling. Ozdamar, Bozye and Birbil (1998) develop hierarchicd decison
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support system for production planning in parts production and assembly process. They
develop models for planning a product type leve, product family leve and planning a end
product level. However, the disaggregation procedures suggested in this work do not
guarantee feashility. Ozdamar and Yazgac (1999) propose hierarcchicd modds for
production distribution sysem. In the planning modd, Ozdamar and Yazgac consder
aggregation of time periods and products while omitting detalled capacity consumption by
stup. In table 2.3, we summarize the gpplication of hierarchicd models in discrete parts

manufacturing environment.

Bradley, Hax and Magnanti (1977) described an  gpplication of hierarchica
production sysems to a continuous manufacturing process. Leong, Oliff and Markland
(1982) developed hierarchicd modes for production planning in process industries. They
goply the modds in a fiberglass company with multi-product and paralel processor
production environment and report substantid cost savings. Oliff and Burch (1985) develop

three phase hierarchicd models for production scheduling in process industries.

Source Production Environment
Hax and Med (1975) Single dage, batch manufacturing systems
Bitran and Hax (1977)

Bitran, Haas and Hax (1981)
Liberatore and Miller (1985)

Bowers and Jarvis (1992)

Bitran and Tirupati (1993)

Bitran and Tirupati (1988a,b) Single Stage, Pardld Machine
Gabby (1979) Multi-stage fabrication and assembly
Bitran, Haas and Hax (1982) System

Maxwell et d. (1983)
Bitran and Tirupati (1993)
Ozdamar, Bozyd and Birbil (1998)

Meal (1978) Multi-gtage, Digtribution and Planning System
Ozdamar and Y azgac (1999)

Table 2.3: Hierarchical Modelsin Discrete Parts Manufacturing Industries
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Lot szes, line assgnments and inventory levels are determined for individua products
through LP. Fina job sequencing is accomplished by scheduling heurigtics. Kleutgchen and
McGee (1985) developed mathematicd modds for Pfizer Pharmaceuticals. Implementation
of the modds reduced inventories sgnificantly. The main weskness in this work is that it is
redricted to inventory management and does not addresses other production planning and
scheduling decisons. Lin and Moodies (1989) develop two mathematica programming
models and sequencing heurigtic for production planning and scheduling in sed  indudtry.
Katayama (1996) propose a two stage hierarchica production planning system for process
indudtries. Katayama applies the hierarchicd modds in petrochemicd plants with use of MIP
and neurd network gpproach. Qiu and Burch (1997) develop hierarchica planning model for
production planning in process industries. MIP is developed for aggregate planning and sets
of heurigics are developed for dally scheduling. A brief summary of the work in hierarchica
production planning in process indudtries is given beow in table 2.4. In the next section, we

review the research on scheduling with earliness and tardiness pendties.

Source Production Environment

Bradley, Hax and Magnanti (1977) Continuous manufacturing, job shop
environment

Qliff and Burch (1985) Multi-product, capacitated production facility,

Kleutghen and McGee (1985) continuous production

Lin and Moodies (1989)

Katayama (1996)

Leong, Oliff and Markland (1982) Multi- product, paralel machine

Qiu and Burch (1997)

Table 2.4: Hierarchical Modelsin Process | ndustries
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2.3 Earlinessand Tardiness Scheduling

The dudy of earliness and tardiness pendties in scheduling modds is a rdaivey
recent area of research. Mogt of the exiging literature on scheduling focuses on problems that
have objective functions such as minimizing makespan (completion time of schedule) and
tardiness. Conway et a. (1967) refer to these objectives as regular performance measures,
and these measures are nontdecreasng in completion times. Minimizing tardiness has been
the usual performance measure that consders the due dates of jobs. Recent interest in Just-
InTime (JT) production has created the notion that earliness, as well as tardiness should be
discouraged. The concept of pendizing both earliness and tardiness has resulted in new and
rgpidly deveoping line of research in the scheduling field. As the use of both earliness and
tardiness pendties gives rise to a nonregular peformance measures (non-increesng in
completion times), it has led to new methodological issues in the desgn of solution
procedures. The mgority of research on earliness and tardiness scheduling is focused on
gngle machine scheduling, dthough some single machine models have been extended to

multi-machine setting. We begin by reviewing the research on single machine scheduling.

Single Machine Scheduling

Baker and Scudder (1990) review the research on dngle machine scheduling with
ealiness and tadiness (E/T) pendties.  Primaily, the literature has grown from the
generdity of assumptions made about due dates and penaty costs. A generic E/T modd is
defined in the following way. There ae n jobs to schedule. Each job i is described by
processing time p; and a due date d;. Scheduling decison would provide completion time of

job C;. Earliness E; and tardiness T; of ajob i isdefined by E; = max (0, d - Cj) and T; = max



(0, G - di) respectively. Associated with each job | are earliness pendty, a; > 0 and tardiness

pendty, bi > 0. Assuming the pendty functions are linear, the basic objective function for

minimizing E/T cogts, for any schedule S can be written s, f(S) =g ai.Ei + bi.Ti. In some

i=1
formulaions of the E/T problem, the due date is given, while in others the problem is to find
the optimal due date and the job sequence smultaneoudy. Allocating different pendties for
ealiness and tardiness suggests that the associated cost components of both are different
from each other in many practical setings. However, dl pendty functions are primarily to
guide the solution towards meeting the due date exactly. This implies that an ided schedule
is the one in which dl due dates are met exactly. An important specid case in the family of
E/T scheduling problems iswhen a; = b; =1, i.e, un-weighted E/T pendties. Common due
date of jobs is another notion in E/T scheduling. This represents Stuations where severa jobs
belong to a single customer’s order or the assembly environment where components should
be ready a the same time to avoid production delays. The objective function in these specid

cases becomes, minimizing the absolute deviation of job completion times from a common

duedate, f () = E+Ti= 4G - d

i=1 i=1

One of the prdiminay works on single machine E/T scheduling is by Sidney (1977),
who provides an efficent dgorithm to minimize the maximum earliness or tardiness pendty.
This dgorithm is improved by Lakshminarayan et d. (1978). The origins of a different
research direction can be traced to the work of Kanet (1981a). He considers the problem of
minimizing the totd un-weighted earliness and tardiness around an unrestricted common due

date, i.e, due date that is not tight enough to act as a congdraint on scheduling decison. E/T
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problem with tighter due date is caled restricted verson. Unrestricted due date is defined as
follows. If p; the processing time of job i and jobs are arranged such that pr £ P2 £ ps..£ pn,

the E/T sngle machine problem is unredtricted, if due date d is such that:

d3 D=p2+ psa+ pst......* Pn-a + Pn-2,F Py if niseven.

d3 D=pr+p3+ ps+......t pns + Pn-3 + Pn, if nisodd.

Under this condition, Kanet provides an dgorithm for finding an optimd solution in

polynomiad time. Baker and Scudder (1990) have shown the optima solution to the

unrestricted due date problem has following properties:

1. There is no idle time in the schedule. This means that if job j immediady follows job
I in the schedule with completiontime, C; = C; + p;

2. The optima schedule is V Shaped. Jobs for which C; £ d are sequenced in nor+
increasing order of processng time, while jobs for which G > d are sequenced in non
decreasing order of processing times. Raghavachari (1986) edtablish the V-shape of
an optima schedule for any common due date.

3. One job completes precisdly at the due date, i.e., C; = d for somei.

Sundararaghavan and Ahmed (1984) generdize Kanet's problem to a scheduling
environment with severd identical padld machines The optimdity conditions discussed
above for Kanet's problem and the avalability of large number of optima solutions are
discussed by Hall (1986). Another generdization of Kanet's problem is sudied by Bagchi,
Chang and Sullivan (1987), where dl jobs have equa earliness and tardiness weights. The
authors describe optimdity conditions thet, in the case where the due date is unrestricted,

characterize an efficient dgorithm.
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The redtricted verson of the problem occurs when common due date d < D. Hadl,
Kubigk and Sethi (1991) have shown tha the redricted verson of sngle machine E/T
problem is NP-complete. Bagchi, Chang and Sullivan (1986) present an dgorithm for solving
the redtricted problem. However, therr procedure implicitly assumes that the start time of the
schedule is zero. Szwarc (1989) proposes that the optima start time may be nonzero, so that
the Bagchi, Chang and Sullivan dgorithm does not guarantee optimdity. The solution
procedures due to Szwarc (1989) and Bagchi, Chang and Sullivan (1986) are both
enumerative in nature. Sundararaghavan and Ahmed (1989) present a heuristic agorithm thet
work effectively when the gart time is zero. The worst case of enumerative approaches of the
solution procedures of regtricted problem reguires andysis of 2" schedules, where n is the

number of jobs.

Vaiants of E/T problems in single machine have been researched on the bads of
diginct due dates and weighted E/T pendties. Garey, Tarjan and Wilfong (1988) study the
problem of minimizing totd un-weighted earliness and tardiness on a sngle machine with
diginct due dates of jobs. The sngle machine weighted earliness and tardiness scheduling
problem with digtinct due dates is studied by Abdul-Razaq and Potts (1988). They provided a
branch and bound dgorithm for the problem. For the same problem, Ow and Morton (1989)
provide a computational sudy of severa heurigic agorithms. Li (1997) proposes lagrangian
relaxation based branch and bounds agorithms that guarantee the optimdity of the solution,
the adgorithms are useful for amdl problems only. Wan and Yen (2002) invedigate single
mechine E/T problem with didinct due dates and weighted E/T pendties. They develop
heurigtic dgorithms that have tabu search procedure and report computational performance

of heurisics Ventura and Radhakrishnan (2003) focus on sngle machine E/T scheduling
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with varying processng times and distinct due dates. They decompose the condraints in two
sets. One set of condraints, they solve as assgnment problem, and relax the other set of
condrants to form the lagrangian dud problem. They solve the lagrangian problem using the

sub-gradient agorithm.

Some work is done on non-linear pendties in angle machine E/T scheduling. Merten
and Muller (1972) introduced the completion time variance problem (CTVP) as a mode for
file organization decidons in which it is important to provide uniform response times to
users. They dso demondrated the equivdence of the CTVP and the waiting-time variance
problem (WTVP). Schrage (1975) proposed the fird exact adgorithm for scheduling CTVP
up to 5 jobs Eilon and Chowdhury (1977) provided an enumeraive dgorithm for
determining an optima schedule when the number of jobs n is rdaivdy smdl (n = 20).
Ther adgorithm minimizes WTVP. For large n, they proposed five heuristic procedures for
goproximately solving the problem. Three of the heuridic procedures utilize par wise
interchanges of adjacent jobs to improve the solution. Kanet (1981b) proved that CTVP is
equivadent to minimizing the sum of squared differences of job completion times. He adapted
an dgorithm for the absolute deviaion problem as a heurigtic for the CTVP and showed that
the performance of his heurigtic is superior to those proposed by Eilon and Chowdhury. Vani
and Raghavechari (1987) proposed heurigtic dgorithms for CTVP and clamed that ther
heuristic procedure compares favorably with the heurisics of Eilon and Chowdhury and
Kanet. Bagchi et a. (1987) showed that the CTVP is equivdent to the mean squared
deviaion problem (MSDP) of job completion times about some common due-date. They
noticed that for any given schedule, the optima due date is equd to the mean completion

time. They proposed a branching procedure to find the optima solution. Although they
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utilized severa dominance properties in order to acceerate their enumerative procedure, the
procedure is clearly inadequate for solving large problems (i.e, n = 20). Gupta et a. (1990)
proposed another heurigtic, which is based on the complementary pair-exchange principle,
for finding a good approximate solution to the CTVP. Ther heuristic procedure has been
shown through computationd experiments to generate better solutions than other heuridtics.
De et d. (1992) have presented a pseudo-polynomid dynamic programming dgorithm for
optimdly solving indances of the CTVP where processng times ae amdl integers. They
aso proposed a fully polynomia approximation scheme. Kubiak (1993) showed that the
CTVP is NP-complete. Kubiak (1995) proposed a quadratic integer programming
formulation and two new pseudo-polynomid dynamic programming agorithms for the
CTVP. In table 25, we provide taxonomy of the research done in single machine E/T

scheduling.

We now address the other class of problems in E/T scheduling which has the property

of insarted idletime.

Issue of Inserted Idle Time

Mogt of the E/T work in scheduling does not congder the issue of insarted idle time
(IIT) ether by redricting the solution to be a non-delay schedule or by assuming a common
due date for dl jobs. Inserted idle occurs when a resource is ddiberately kept idle in the face
of waiting jobs. Kanet and Sridharan (2000) provide a comprehensve review of |IT
scheduling. However, they do not consider the review of Baker and Scudder (1990), as these
papers are redtricted to nontlIT and non-delay schedules. For the n|l|di=d|SE+T; problem

(common due date problem), Cheng and Kahlbacher (1991) proved that it is unnecessary to
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consgder schedules with inserted idle time except prior to the first job in the schedule. Both
the review papers, Kanet and Sridharan, Baker and Scudder, observe that the essence of E/T
problem lies in its nonregular performance measure. Imposing the redtriction of no inserted
idle time diminishes the objective. In the light of this observation IIT-E/T literature is scanty.
We now study some of the work done in multi-machine scheduling, specificdly in flowshop

environment with earliness and tardiness pendties.

Sour ce Objective Function

Kanet (19818); Sundararaghvan| f(s)=§ (d- cn' +a Cj-d)*= a IC;-d|
and Ahmed (1984); Bagchi, et i i i
a.(1986), Sullivan and Chang | Common due date, un-weighted E/T pendties
(1986); Szwarc (1989); Hal,
Kubiak and Sethi (1989)

Penwaker, Smith and Sedmann| f(s)=aQ (d- C,)* +bg (C; - d)
(1982); Emmons (1987); Bagchi, i i
Chang and Sullivan (1987); Common due date, weighted E/T pendties
Hall, Kubiak and Sethi (1991)

Bagchi, Chang and Slivan| () :é (C. - d)?
(1987): De, Ghosh and Wells P
(19893, b) Common due date, unweighted E/T pendties

Elon and Chowdhury (1977);| f(s)=g (C;- C)°
Kanet (1981b); Vani and i
Raghavachari (1987) Common due date, unweghted E/T pendlties,
completion time variance

Bagchi, Chang and Sullivan| ()= aa[(d C)1+ba[(c )1
(2987);

Common due date, wei ghted E/T pendties

Cheng (1987); Emmons (1987);| f(s)= aa](d c)” +a b;(C;-d)"
Quaddus (1987); Bector, Gupta i i
and Gupta (1988); Hal and| Common duedate, unequa weighted E/T pendties
Posner (1989)

Fry, et d.(1987); Abdul-Razaq| f(s)=§ a;(d;-C;)* +Q b;(C; - d;)*

and Potts (1988); Ow and Morton i j

(1988, 1989); Li (1997); Wan and | Didtinct due date, unequa weighted E/T pendties
Yen (2002); Ventura, et a. (2003)

Gupta and Sen (1983); Cheng| f(S)=g a;[(d;-C;)*12+& b,l(C;- d;)*]?
(1984); De et a. (1992); Kubigk i j
(1993); Kubiak (1995) Didtinct due date, unequa weighted E/T pendties

Table 2.5: Single Machine Schedule with Earliness and Tardiness Penalties
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Multi-M achine Scheduling

Flowshop scheduling problems have attracted many researchers since the work of
Johnson (1954) for 2 machine flowshops. In flowshop problems, n jobs are processed on m
machines in the same order. We are going to review the research on flowshop scheduling that
has following assumptions. A machine processes only one job a a time a job can be
processed on only one machine a a time; the operations are nonpreemptable and setup times
of jobs on machines are independent of sequences. Since the early seventies, scheduling
researchers have been andyzing the computationa complexity of various flowshop modes.
NP-completeness of the flowshop problems minimizing makespan (completion time of
schedule) for m 3 3 has been shown by Garey et d. (1976), where m is the number of
machines. Koulamas (1994) has shown NP-hardness of F| | ST; problem for m 3 3. The above
complexity result coupled with the nature of flowshops has limited the possbility of
devdoping efficient solution agorithms for F2| | T. Sen, Dilegpan and Gupta (1989)
proposed a branch-and-bound dgorithm for F2 | | T. They first derived a locd optimdity
condition for sorting two adjacent jobs in a sequence that is sufficient, but not necessary. As
a reault, this condition has a limited effect on reducing the sze of the branch-and-bound
solution tree. Also Sen, Dilegpan and Gupta lower bounds are rather weak because they are
based only on the tardiness of the adready scheduled jobs and they do not include a lower
bound on the tardiness of the ill unscheduled jobs. Kim (1993) proposed an improved
branch-and-bound agorithm for F2 | | T. Kim derived a condition for identifying jobs that
could be placed lagt in a optima sequence which is analogous to Elmaghraby’s lemma for 1 |
| T. Kim developed stronger lower bound on the tardiness of the ill unscheduled jobs.

However. Kim's lower bounds are aso weak because they are based on conservative

41



edimates on the completion time of the unscheduled jobs. The main drawback of the branch-
and-bound dgorithms is that they do not utilize any dominance conditions for reducing the
gze of the branch-and-bound solution tree. As a reault, they can be gpplied only to smdl
problems with n < 15 jobs. Kim's experiments aso showed that his branch-and-bound

agorithm performs better than the agorithm of Sen, Dilegpan and Gupta.

Since F| | ST isNP- Hard, F| | SE+T; isaso NP-Hard. The research on E/T pendties
in flowshop sHtings is very scanty. Gowrishankar et d. (2001) looked a minimizing the
completion time variance and the sum of squares of completion time deviations from a
common due date. They develop lower bound for both the problems. Using lower bound,
they propose branch and bound agorithms for the two problems. For larger problems, they
propose heurigtics for both the problems. Other objective functions have not been looked in

flowshop E/T scheduling.

2.4 Research Gaps

In the previous sections, we have reviewed various production planning and
scheduling modds applied to discrete parts manufacturing indusiries and process indudtries.
It is seen that models have been devedoped in single stage and multi-stage production
environment. Most of the modes in multi-sage production environment have focused on
fabrication and assembly types of product dtructures. The production environment with
recycling process and its associated complexities has not been addressed in the literature. We
discussed in chapter 1, that recycling is an important issue in bringing down production cods.
We have dudied the impact of recycling process on production planning and scheduling

decisons. The exising modds on production planning and scheduling do not address the
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complexities of the production environment we discussed in chapter 1. In integrated and
hierarchicd modds addressng production planning and scheduling decisions, inconsstency
often occurs in capecity requirements of production planning decisons and scheduling
decisons. Aggregate capecity of resources is conddered in production planning decisons.
We discussed that while determining the scheduling decisons, infeesibilities may occur due
to excess cgpacity requirements. The complexities of the planning problem make scheduling
decisons even more difficult. The issue of dternate machines avalability (resulting in
multiple routes of a product) is not addressed in the literature on multi-gage and multi-
machine environment. AIso not addressed in the literature is the issue of backlogging of
demand over the planing horizon in multi-stage environment. This becomes an important

issue in Stuations when the schedule has tardiness.

In literature review of scheduling theory with earliness and tardiness (E/T) pendlties,
we discussed reasons for consdering earliness as a recent area of research. Most of the work
in E/T scheduling is limited to sngle machine scheduling with certain assumptions about the
due dates. Multi-stage environment like flowshop and jobshop production environment is
largely unattended in scheduling with E/T pendties In the next chapter, we describe the

mathematical models to address the production planning and scheduling decisons.
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3  Production Planning and Scheduling Models

3.1 Introduction

In this chapter, we describe the mathematicd models that address the production
planning and scheduling decisions described in chapter 1. The production planning decisions
determine production quantity of products, inventory leve of products and aggregate
capacity of production resources. The scheduling decisons determine the schedule of
products at each machine where they are processed. The schedule of a product comprises

dart time and completion time of product a each machine,

We have seen in chepter 2 that modding a different levels is cdled hierarchicad
modding in literature (Bitran and Hax, 1977; Bitran, Haas and Hax, 1981, Bitran and
Tirupati, 1993). We discussed that determining production planning and scheduling decisions
in one integrated mode is computationaly not efficient (Qiu et d., 1997). The motivation to
develop hierarchicd modds is dso driven by the planning process observed in the
production environment. Production planning and scheduling decisons are required to be
made sequentidly at increesing levd of detall. Capacity requirements, timing and dzing of
production runs in the planning horizon are determined in production planning. Machine-
wise dlocation of products to be produced is done in detalled scheduling. Hierarchicd
modeling postpones the detailed scheduling decisons till they are actudly required. The
detailed scheduling decisons are therefore, based on more accurate information. However,
there can be Stuaions when the scheduling decisons are not feasble. The reason for this is
that aggregate capacity is conddered a the time of determining production-planning

decisons. In scheduling, issues like job precedence condraints, and operation precedence



condraints may lead to cgpacity requirement, which is more than the available aggregeae
cgpacity. This will result in an infeesble schedule. We will address the issue of infeasbility

in detall when we solve the production planning and scheduling problem.

We modd the production planning and scheduling decisons in two dseps.  In the firg
sep, we modd production-planning decisons. This is a mixed integer programme. The

decisions of the productionplanning modd over afinite planning horizon are:

- Quantity of each product to be produced on each production plant in each time period

- Inventory levels of finished goods, intermediate products, by-products and raw materias
in each time period

- Quantity of fresh raw materid required in each time period.

The productionplanning mode aso determines the aggregate capecity of the resources

required, in order to derive the production planning decisons.

In the second step, we mode scheduling decisions. There are two scheduling models
to address scheduling decisons, one for finished goods scheduling and the other for
intermediate products scheduling. Detailed machine wise scheduling decisons, i.e, dart
times and completion times of each product on each machine is derived from the scheduling
modd. The rest of the chepter describes the formulation of production planning and
scheduling models. In the next section, we describe the formulation of production-planning
modd. Mathematicd formulations of scheduling modds are discussed in section 3.3, We

summarize this chapter in section 3.4.
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3.2 Production Planning M odel

The production-planning modd is devedoped for addressng medium range time
horizon decisons. The objective of the productionplanning modd is to minimize the
production costs. Production costs are the inventory costs and set up costs of end products,
intermediate products, inventory costs of by-products and recovered ew materids and cost

of fresh raw materids. We now provide the formulation of production planning modd.

3.2.1 Formulation of Production Planning M odel

The production-planning modd is formulated as follows.

Indices

i = index of end products and intermediate products

t= index of time period in the planning horizon

j= index of the production plants

m=  index of by-products

s=  index of reusable raw materias that are recovered from by-products
p=  index of recyding plants

u=  index of reusable raw materia storage tanks

v = index of by-products storage tanks

e=  index of machinesin the production lines

r=  index of routes of aproduct

Parameters

E=  Setof endproducts, {i |i =1,2,...,.b}

| =  Setof intermediate products, {i |1 = b+1,......,n}

T=  Setoftimeperiods {t|t=1.2,......T}

J=  Setof production plants, {j |] =1,2,.....J}

A= Seof productsin bill of materid of i,iT E, I

N = Se of machinesused in the production plants, {e| e= 1,2,....N}

R = Setof products (E and I) for which i isan input,{k¥a>0, kT E U I}.
AR = Set of products that share machines but do not have alternate routes
BR= Sa of products that share machines but have adternate routes

RT, = Set of routes of producti, il BR

REe.= Set of routeson machinee, el N
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Set of by-products from which raw materids are recovered, {m | m=1,2,...,M}
Set of raw materials which are recovered from by-products, {s|s= 1,2,...,.S
Set of plants where by-products are processed to recover raw materials,
{plp=12..P}

Set of tanks used for storing raw materias

Set of tanks used for storing by-products.

Set of tanks used for storing raw materid s, sT S

Set of raw materias stored in tank u, ul TS

Set of tanks used for storing by-product m, mT M

Set of by-products stored in tank v, vi TM

Amount of k required per unitof i,i1 E, I, kT A

Capacity (in hours) of production plant j in periodt, jT J,tT T

Capacity (in hours) of machine e in production plant j intime period t,

el N,jT Jt1 T

Demand of product i in periodt, il E

Cogt (in Rs per unit) of input materidstoi, i1 E, |

Setup cost for product i on phasej, il E, I,jT J

Inventory cost (in Rs per unit) for producti, i1 E, |

= (Inventory carrying rate) * C;

Time (in hours) to produce one unit of product i on production plant j,

il ELjlIJ

Time (in hours) to produce one unit of product i on machine e in production plant
j,il EUlLel N,jTJ

Setup time (in hours) for product i on production plantj, i1 E, I,j1T J
Number of batches of product i that can be produced between two setups, i T E, |
Output batch size of product i, i1 E, |

Safety stock of product i, i1 E, |

= Ratio of raw materid s recovered from by-product m at plant p,

sl Smi M, pT P
Amount of raw materia srequired per unitof i, il E, I,sT S
Minimum percentage of fresh raw materid s required in producti, i1 E, 1,s1 S

= Amount of by-product m generated per unitof i, mT M, i1 E, I
= Processing capacity of plant p to process by-product m, mT M, p1 P

Availabletime (in hours) of plant p intime periodt, p1 P, t1 T

Cogt (in Rs) of fresh raw materid s, s1 S

Inventory carrying cost (in Rs per unit per month) of by-product m, m1 M
Inventory carrying cost (in Rs per unit per month) of reusable raw materid;
s sl S

Set of products generating by-product M = {i¥M,;>0} i1l EUI, mT M
Set of products using reussble raw materid s= {i¥Lis>0},i1 EUI, sT S
Capacity of tank u, uT TS

Capacity of tank v, v TM
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Variables

Xijt = Quantity of product i produced on production plant j in time period't,
il ELjIJtl T
XRijt = Quantity of product i on router on production plant j in time periodt,
il EULrI R, 3,t1 T
li = Inventory of product i at the end of periodt, il E, I, tT T
Ojt = Number of setups of product i on production plant j intime period t,
iT ELjT 3tT T
Yg = Reusable raw materia sused at dl production plantsin periodt, sT St1 T
Fg= anntitonf fresh raw materid sused a al production plantsin period t,
sl StI'T
Fst= Quantity of fresh raw materid s used in product i & dal production plants in
periodt,sT SiT E I,tT T
Qmpt = Quantity of by-product m processed a plant pinperiodt, mT M, p1 P, t1T T
1Sy = Inventory of reussble raw materia sat theend of periodt, sT St1 T
STyt = Inventory of reusable raw materia sin tank u at the end of period t,
sl SulTStT T
Mt = Inventory of by-product m at the end of periodt, mT M, t1 T
IMT vt = Inventory of by-product m in tank v at the end of periodt, mT M, v 1 T™M, t1
T

mn z= é é hi.lit+é é Sj.Oijt+é é hs|S: +&°1 é hm.let"‘é é fs.Fst

i t i t s t m t s t
subject to:
lit = lie- 1+ @ Xijt- dit "itil EQ
i
lit = li- 1+ § Xii- ﬁé’l Xijtau "l | @)
i K R j
é (Xijetij + Oijetij) £ rit "l El @
é (Xijttig + Qiitij) + é é (XRyjttig +Oijit if) £ It "ejt 4
il AR il BRA REe
Xit= & XRujt "jtil EI ()
il RTi
Xiit £ Oijt N.Bi "Lt il E,|l (6)
lit3 ss "qitil EI (D)
1St =1St- 1+ é é Qmpt.ysmp- Yat " st. (8)
m M P
IMmt = [Mm - l+-iéA é XijtMmi - & Qrot "mtil El (9
ilAv j
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Ys+Fs=Q § XitCis " stil El (10)

j ilBs

Fsit3 CsCoisda Xijt " sitil El (11
J

é Fsit = Fst " st (12)
A Quotkmn £ fin " pt. (13)
M
A I1STs £ Cu "utul TS (14)
4 Bu
Q ISTau = I " st (15)
ui As
A IMTmm £ G " vtV TM  (16)
ni By
A IMTrwe = Ime " mt. (17)
Vi Aw
Xijt, lit, [Sst, IMmt, | STsut, IM T, Yst, Fst, Fsit, Qmpt 3 0

. (19)
Oijt integer

Congraint 1 indicates that demand for each end product has to be met in each time
period. Congraint 2 is for derived demand of intermediate products. It indicates that demand
of each intermediate product in each time period is based on the production of intermediate
and end products where the product is an input. Congraint 3 is the capacity condraint of
dedicated production plants. It restricts the production quantity of intermediate and end
products produced on the bass of available capacity of plants in each time period. Congraint
4 is the capacity condrant of flexible production plants. The fird summaion in the
condraint is capacity required in each time period for processng and setups of products that
share machines but do not have dternate routes. The second summation is for the capacity
requirement in esch time period of products tha share machines and have dternae
production routes. Congtraint 5 sums the tota production of a product across dl its routes in
each time period. Congraint 6 ensures that the required numbers of setups are done in one

production run of a product in each production plant in each time period. Congrant 7
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provides lower bounds on the inventory levels of end products and intermediate products in
each time period. Condraint 8 is the inventory balance for recovered raw materids. It Sates
that in each time period recovered raw materids are generated by processng of by-products
and are consumed in production of intermediate and end products. Condraint 9 is the
inventory baance condraint for by-product. It indicates that in each time period the by-
products are generated by intermediate and end products produced and are consumed in the
recycling plants to recover raw materids. Congraint 10 is the totad raw materia requirement
in each time period, i.e, the sum of fresh raw material and recovered raw materia would be
the totd requirement of raw materid across dl products. Condrant 11 is for minimum
quantity of fresh raw materiads required in each time period. It provides a lower bound on the
use of fresh rav materid for each product. Congraint 12 equates that the total fresh raw
materid consumption in each time period to the fresh raw materid consumed across dl
products. Congtraint 13 redtricts the processing of by-products in each time period on the
bass of available capacity of recycling plants. Condraint 14 limits the inventory of recovered
raw materid in each time period with the storage tank capacity. Congraint 15 equates the
sum of inventory of recovered rav maerid in eech tank to its totd inventory in each time
period. Condraint 16 redricts the inventory of by-products in each time period with the
avalable storage tank capecity. Condgraint 15 dates that inventory of by-products in each
tank in each time period is equd to its totd inventory. In the next section, we describe the
formulations of finished goods scheduling modd and intermediste products scheduling

modd.
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3.3 Scheduling Models

In this section, we describe the formulations of scheduling models in order to derive
scheduling decisons of the production planning and scheduling problem. The scheduling
decisons determine dart time and completion time of a job a each machine. The aggregate
production plan derived from the productionplanning mode is input to the scheduling
model. The production plan of the planning modd imposes condraints on the scheduling

modd.

Scheduling problem congsts of two parts, one is the finished goods scheduling and
the other is the intermediate products scheduling. They are different problems because the
production environment is different in finished goods and the intermediate products. As
discussed in chapter 1, finished goods in our problem have flowshop pattern. In a flowshop,
each product has same sequence of operations. For determining the optima schedule of any
performance measure, jobs may or may not be processed in the same sequence a each
machine. If jobs are processed in the same sequence at al machines, the flowshop is known
as permutation flowshop. Finding an optimd schedule in a flowshop for any objective when
sequence of jobs may vay a meachines is dgnificantly harder than for determining the
sequence for permutation flowshop (Baker, 1974; Pinedo, 1998). As a result, we have

consdered the permutation flowshop production environment in the scheduling problem.

The finished goods have a due date that is specified by the customer orders and
demand forecast. One of the objectives of the scheduling mode is to meet the customer

orders with minimum tardiness. Tardiness of a job T, is defined as Ti = max (C; — d;, 0),

51



where C; is the completion time of job i on the last machine and d; is the due date of job i.
Tadiness is a regular peformance measure, i.e, nondecreasng in C; for dl i. Garey,
Johnson and Sethi (1976) provide NP-hardness proof of the m machine permutation flowshop
tardiness problem. In a multi-dage environment, minimizing invertory costs also becomes
important as inventory cogts are incurred at various stages of producing finished goods in the
form of intermediate products. Also some intermediate products have limited shef life. Thus
minimizing earliness is dso one of the objectives of the scheduling modd. Earliness of a job
E is defined as E; = max (@i — C;, 0). Earliness is a nonregular performance measure, i.e,
non-increesing in C; for dl i. The overdl objective of the scheduling modd is to minimize
earliness and tardiness (E/T) pendties, i.e, to minimize absolute deviaion of job completion
times about their due date. The flowshop E/T problem is harder than the flowshop tardiness
problem, hence we focus on andyzing specid case of flowshop E/T problem which has

common due date of jobs.

We now provide the formulaion of permutation flowshop problem of minimizing
earliness and tardiness pendties with common due date d. This is the MIP modd for finished

goods scheduling decisions.

3.3.1 Finished Goods Scheduling Problem Formulation

Indices

i= index of jobs

] = index of machines

Sets

N= set of jobs, {i | i=1,2,.....,n}

S= st of machines, {j | j=1,2,....,m}
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Parameters

d= common due date of jobs

pij = processing time of job i on machine]
Variables

Sj= dart timeof jobi on machinej

Cij = completion time of job i on machinej
T = tardiness of job i, Ti= max(Cim-d, 0)
E = earlinessof job i, E; = max(d-Cim, 0)

Vik = 1, {ifjobiisbeforejobkinasequence,i,kT N
0, otherwise

bi = 1, if Tis 0
0, otherwise

mn Z=3 E+Ti=§|Cn- d|

subject to:

Cij3 Cj-1+ pi "l N,jT S (1)
Cqi-Ci+M(1- yi)® py "i,kl N,jT S 2
Cij- Ci+ M yik 3 pij "i,kl N,jT S (3)
Cim-d =Ti- E “ il N (4
T£Mb " il N (5)
E £M(@- b) SN ©)
Gi=Si+pi “ il N,jT'S 0
Ci, S, E,Ti3 0 ©®
ybi1 {04

Congraint 1 is operation precedence condraint for a job. It ensures that an operation

cannot gart until the previous operation is complete. Congraint 2 and condraint 3 indicate
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job precedence a a machine. They ensure that if a job i is scheduled before job k, then at
each machine job Kk is started only after job i is completed. Congraint 4 determines E; or T; of
a job, as the case may be. Condraint 5 and congtraint 6 ensure that only one of E; or T, is
incurred as by definition E; = -T; and both E; and T; are non-negative. Congraint 7 indicates
that preemption is not adlowed for a job and determines the start times of each job at each

machine.

Finished goods have externd demand in the form of customer orders and forecast.
Intermediate products have derived demand based on the production of products, where
intermediate products are inputs. Finished goods derive their due dates from customer orders.
Intermediate products derive their due dates from the production schedule of products where
they are required. In our problem the production process of finished goods and intermediate
products differ on the basis of production routes. As we have seen, finished goods follow
flowshop pattern whereas intermediate products have generd route, Smilar to jobshop
environment. In a jobshop, each product has a digtinct route that may or may not be smilar to
the route of other products. An intermediate product in our problem has an additiond
complexity that it may require a particular machine severd times in its route, i.e, job shop
with re-entrant flows. We now provide the formulation of scheduling modd for intermediate

products scheduling.
3.3.2 Intermediate Products Scheduling Problem Formulation

Indices

, k= index of jobs
= index of machines

[
j
I, s= index of operaions



Sets
N= setofjobs{i|i=12,....,n}
S=  stof machines {j | j=1,2,....m}

Parameters

d=  common due date of jobs

e’ = machineusad by jobi for " operation
pij = processing timeof job i on machine]

Li= last operation of job i

Variables

Sj= darttimeof jobi onmachinej

Cij= completiontimeof job i on machine]
T,= tadinessof jobi, Ti=max (Cin-d, 0)

Ei= ealinesofjobi, Ej = max (d-Cim, 0)

i,kl N, el S

Yilkse = 1,if I'™ operation of job i is before s" operation of job k a machinee
{ 0, otherwise

b = { 1, ifTi3 0
0, otherwise

min ZIé E+T :é |CiqLi - d|

subject to:

Ciel - Cie] ™ 3 pief " il NjT S (1)
Ci-Cii+M(1- yise) 3 py "kl N,jT S 2
Cij- Ci + M Yise® pi "kl N,jT S (3)
Cie" - d=Ti- Ei " il N (4
TEMDb "N (5)
Ei£M(1- b) " il N (6)
Gi=Si+pi "il NjT S 7)
Ci, S, E,Ti3 0 ®

Vilks, bil {0,1}



Congraint 1 indicates that an operation of a job can be dated only after its previous
operation is completed. Condraint 2 and 3 ensure tha there is no overlapping of jobs a a
mechine. They indicate that if a machine j, I operation of job i is scheduled, then &"
operation of another pb k can be started only when job i has finished processng on machine
J. Congraint 4 determines the earliness and tardiness of each job. Congraint 5 and congtraint
6 ensure that only one of E; or T; isincurred as by definition E; = -T; and both E; and T; are
non-negative. Condraint 7 indicates that preemption of job is not dlowed and determines the

completion time of each job. We now summarize this chapter.

3.4 Summary

In this chapter we have described the mathematica models to address the decisions of
production planning and scheduling problem considered in this research. We have discussed
the reason for modeing the decisons sequentidly through hierarchicd modds. The
production planning is a mixed integer lineer programming mode. We have developed two
scheduling models, one for finished goods scheduling and the other for intermediate products
scheduling. Both scheduling modds are mixed integer linear programming modes. In the
next chapter we describe the solution agorithms for solving the production planning and

scheduling problem.
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4  Solution Procedurefor Production Planning and Scheduling
Problem

4.1 Introduction

We have modded the production planning and scheduling decisions in chapter 3 in
two geps. In the first step, we have developed the productionplanning modd as a mixed
integer programme (MIP). The decisons of the productiontplanning modd are production
quantities of products, inventory levels of products and aggregate capecity of resources
required to meet the production plan. In the second step, we have modded scheduling
decisons, which are dart times and completion times of each product on each machine.
Scheduling problem condsts of two parts, finished goods scheduling and intermediate
products scheduling. Finished goods follow flowshop pattern of production process. In
chepter 3, we presented an MIP formulation for finished goods scheduling problem.
Intermediate products follow a generd job shop pattern of production process with re-entrant
flows. In chapter 3, we dso presented an MIP formulation of intermediate products
scheduling problem. We discussed in chapter 3, the raionde for modeling the production
planning and scheduling decison in a hierarchicd manner. The decisons of production
planning modd ae condraints, within which, the detailed scheduling decisons are made.
The decisons of the production planning modd, production quantity and inventory leves of

products, are input parameters to the detailed scheduling model.

In this chapter, we discuss the solution procedure for solving the production planning
and scheduling problems. In section 4.2, we define the framework that we have used to solve

the production planning and scheduling problem. In section 4.3, we provide the solution
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procedure for production-planning problem. Next, we develop solution procedures for
solving the scheduling problems. In section 4.4, we develop the solution procedure for
solving the finished goods scheduling problem. In section 4.5, we solve the intermediate
products scheduling problem. We discussed in chapter 1, that the production environment has
dedicated production plants. In section 4.6, we describe the solution procedure solving the
dedicated plant-scheduling problem. We summarize this chapter in section 4.7.
4.2 Solution Procedure for Production Planning and Scheduling

Problem

As we discussed in section 4.1, we are solving production planning and scheduling
problem in two steps. In the first step, we solve the production-planning problem as shown in
figure 4.1. Production quantities of products and inventory levels of products ae the
decisons of production planning modd. Production planning decisons ae input to the
scheduling model. The scheduling model has to determine the schedule of production plan
proposed by the productionrplanning modd. In the second step, we deveop solution
procedure for solving finished goods scheduling problem. We develop andytical results and
heuridics for solving the finished good scheduling problem. Then, we develop solution
procedure for intermediate products scheduling problem. We report results of the solution
procedure for the production planning and scheduling problem in chepter 5. In the next

section, we describe the solution procedure for production planning problem

4.3 Solution Procedure for Production Planning Problem
The productiontplanning modd is solved usng the branch and bound agorithm.
Demand for finished goods in each period of the planning horizon is an input to the modd.

Aggregate capacity is conddered in the production-planning model. For dedicated plants,
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capacity of the bottleneck machine is consdered as the plant capacity. In case of flexible
plants, capacity of each machine processng multiple products is consdered. The language
complier used to solve the mathematicd modd is Generd Algebrac Modding System
(GAMYS), verson 19.8 with solvers integrated in the compiler. We use the branch and bound
agorithm of CPLEX solver to solve the production-planning modd. In the next section, we
describe the solution procedures for finished goods scheduling problem.

Production Plannina Probler

- MIP Mod€
- Solution Procedure

v
Scheduling Problem

I

Finished Goods Schedullng I ntermediate Products Scheduli ng

- MIP Mod€ - MIP Mode
- Solution Procedure - Solution Procedure
- Anaytica Results - Heurigtics
- Heurigtics
A 4

Results of Production Planning
and Scheduling Problem

!

- Application to aRedl Life Case
- Sengtivity Andysis

Figure 4.1 Schematic of Solution Procedure for Production Planning and Scheduling
Problem
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4.4 Solution Procedure for Finished Goods Scheduling Problem

As we discussed in chapter 3, that to solve finished goods scheduling problem, we are
consgdering permutation flowshop with common due date. The objective of the scheduling
modd is to minimize earliness and tardiness (E/T) pendties. We discussed in chapter 2, that
the exiding results on earliness and tardiness pendties have focused on sngle machine
scheduling. We aso discussed the unredtricted due date in sngle machine scheduling (Baker
and Scudder, 1990). Let us cdl the unredtricted due date for single machine as do. Let d be

the common due date for al the jobs. When jobs are arranged such that p1 £ p2 £

cievereennnnn£.pn, @problemis cdled unrestricted if:

d3® do=(pn+ pn2+t Pnat......t pat p2), if niseven.

d3® do=(pn+t Pn2t Pn-gat......t p3+ p1), ifnisodd. For any vaue of d < do, the problem

is redtricted Let SUD(d) be the sngle machine E/T problem for common due date d 3 do.

Baker and Scudder (1990) have derived the optima sequence, properties of optimal sequence

and the schedule of SUD(d). The optima sequence of SUD(d) for common due dated 3 dyp is

(n,n-2,n-4,.....1,..2,.... 4,......n-3, n-1), if nisodd

(n,n-2,n-4,.....,.2,..,.1,....3,.......n-3, n-1), if niseven.

The properties of optima sequence of SUD(d) are:

a) No idle time between jobs in the schedule.

b) V-shaped optima sequence. In a V shaped sequence, jobs scheduled before the due
date d are in longest processing time firs (LPT) sequence and jobs scheduled after d
arein shortest processing time first (SPT) sequence.

) One job finishes at due date d.
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To determine the schedule of the optima sequence obtained above for common due
date, d 3 do, let § and C; be the sart time and completion time of job i respectively. If the
optimal sequence is 1,2,...e-1, e, et+l,...n, where e is the job that finishes & common due
date d,i.e, Ce =dand S = Ce - pe. There isno idletime in this schedule, Ce1 = S and S

= Ce1— pe1. Thisway the schedule of the optima sequence is determined.

We use these results of dngle machine E/T problem for unrestricted common due
date and exploit some of its properties in solving specid cases of multi-machine problems. In
multi-machine problems, we are dudying permutation flowshop with common due date,
which is a more tractable case of flowshop environment. Next, we develop the unrestricted

and restricted due dates for permutation flowshops with common due date.

We would like to begin by dating that there could be dternate optimal sequences of
WD(d) for any d > dp. The optima sequence shown above is a d = dp. This optimd

sequenceis

(n,n-2,n-4,....1,..2,...4,......n-3, n-1), ifnisodd

(n,n-2,n-4,.....,2,..,1,....3,.......n-3, n-1), if niseven.

No matter what the optima sequence is, the cost of the schedule of any of the dternate
optima sequences is obvioudy same. It is difficult to obtan dl dternate optimal sequences
for d > do. However, dl the aternate optima sequences can be obtained for SUD(d) at d =
do. The st of dl dternate optimal sequences a d = dy would be used later to solve flowshop
E/T problem, hence we now describe a procedure to generate dl dternate optimal sequences

a d= . It isto be noted that there will be dternate optima sequences at d = d, only if,
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processing times of any two jobs are same. The dternate optima sequences a d =dp are
generated asfollows. If the optima sequence obtained above isindex from 1 to n,

Procedure for Generating Alternate Optima Sequences at d =dp (GAQS)

Step 1. j=1
Step 2: X=j+1
Step 3.1: IS Pxm= Pjm
Yes—> Create new sequence by interchanging j and x
X=x+1
isx=n+1
yes> j=]j+ 1landgotostep 3.2

no—~> repeat step 3.1
No—> x = x+ 1 and repeat step 3.1

Step 3.2 ifj=n
STOP else goto step 2

We now define some terms before deriving unrestricted and restricted due dates for
flowshop E/T problem.

Notation

i = index of jobs, i=12,...n.

] = index of ordered machinesin aflowshop, =12...m.
index of sequences of jobs, s=12..l
common due date of jobs

processing time of job i on machine]

unrestricted common due date for sngle machine,

Prm + Pn-2m* Pn-am+..ee.t Pam + Pom, if NiSeven

Pom + Pn-2m+ Pr-am F..eoot Pam+ Pim, if Nisodd.

VD(dp) =  sngle machine E/T problem for unrestricted common due date dg

gooov

S(m, do) = st of optima sequences of SUD(dp) at last machine m with common due date
do. S(M, @) is generated by procedure described above of generating optima
sequences.

E(s, do) = st of early and on-time jobs in sequence s with common due date d,

d S(m, do).
T(s, do) = set of tardy jobs in sequence s with common due date do, sT S(m, do).
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r(s, do) = schedule of optimal sequence s, conssting of § and C; "i, & S (m, do).
Schedule is generated as described in the procedure above in this section,
when we discussed the single machine results from Baker and Scudder (1990).

Z1{r (s, do)} = earliness and tardiness costs of scheduler (s, do).

Sj= dart time of job i on machine]
Cij= completion time of job i on machinej
F(s) = Flowshop schedule of sequence s, s T S(m,do). F(s) is determined as follows.
Let the sequence be 1,2,...... n.
S11=0,
fori=1ton
forj=1tom,

Sj = max{Cij-1, Ci-1}}
Cij=Sj+ py

Mg = Makespan of schedule F(S), Mg = Cam, ST S (M, ). This is the completion
time of last job in the sequence.

Makespan of the schedule is defined as the completion time of last job in the sequence. Mg

is the makespan of schedule F(s) of permutation flowshop sequence s. We define k as the

sequence with minimum makespan, i.e, k =arg §g(1'nd )MF(S). The unrestricted die date d; in

permutation flowshop environment is defined as di= Mr ) - é pim. The fird term at right
1T (k,do)

hand sde is the makespan of sequence k. The second term is the sum of tardy jobs in

sequence k. Now we develop the restricted due date dp in permutation flowshop setting. Let

us define a = argmin é pi " i1=212..n. aisthe mnimum of sum of processng times of

=

job a dl machines amongst dl jobs. We cal this sum as the redtricted due date, i.e,
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We have defined in the dove paragraphs, the unrestricted due date d; and restricted
due date d> in a permutation flowshop environment. We now define another range of due
date, that is in between the redtricted and unredtricted due date, and we cal it as intermediate
due date. Thus, for flowshop E/T problem for common due date, we have problems for d 3
di(unrestricted due date); do < d < d; (intermediate due date) and d £ d. (restricted due date).
On the bads of the classfication of due dates, we have decomposed the flowshop E/T

problem into three sub problems as shown in figure 4.2.

Restricted Due date Problem Intermediate Due date Problem Unrestricted Due date Problem
Sub Problem 3 Sub Problem 2 Sub Problem 1
I I I
dEdz d2<d<d1 d3d1
d2 dl

Figure 4.2: Flowshop E/T Problem Decomposition Based on Due Dates

Sub-problem 1 is the flowshop E/T problem defined over the unrestricted common
due date d 3 d;, sub-problem 2 is flowshop E/T problem defined over the intermediate due
date d; < d < d; and sub-problem 3 is the flowshop E/T problem defined over the for
restricted due date d £ d,. Sub-problem 3 has a pecid dtructure by definition of dy, thet al
jobs will be necessarily tardy. We will discuss in detall about the speciad properties of sub-
problem 3 when we will describe the solution procedure for solving sub-problem 3 later in
this chapter. In the following sub-sections, we describe each of the sub-problems and
solution agorithms to solve them. In sub-section 4.4.1, which follows next, we solve sub-

problem 1.



4.4.1 Sub-Problem 1. Flowshop E/T Problem for Unrestricted Common Due Date

In this sub-section, we develop the solution procedure for solving the permutation
flowshop E/T problem for unrestricted common due date d 2 di. The objective of sub-

problem 1 is to minimize E/T pendlties, i.e, MinimizeZ = § E+Ti = § |Cim- d|, where Cim
isthe completion time of job i on the last machine m.

One of the optima properties of SUD(d) is that there is no idle time in the schedule. If
there is an idle time, it should be removed while maintaning the feashility of the schedule
We now develop a procedure to remove idle time in the schedule F(s) at the last machine.

This procedure will be used later in the solution procedure for solving sub-problem 1.

Procedure for Removing Idle Time a Last Machine (RIT)

Let thesequenceshbe 1,2,....n

Step 1. i=n
Step 2: t= Sm-Ci-im
Step 3: Ift >0
Yes> forx=1toi-1
Sm=Sm+t
Cxm = Sm + Pxm
Ifi=1, STOPdse
i =1 —1and goto Step 2
No-> Ifi=1, STOPdse
i =1 -1 and goto Step 2

In step 1, the last job in the sequence is sdlected. Step 2 checks if there is an idle time
between the jobs. Step 3 removes the idle time between the jobs while maintaining the

feadbility of the schedule. This procedure would result in following schedule a machine m.
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Com = MF(s)
Sim = Cam-Pnm
Fori=n-1ltol
Cim = S+1m
Sm = Cim —Pim
We now dtate a theorem to determine optima solution for sub-problem 1.

Theorem 1.  For aflowshop E/T problem with common due date d 3 d;, thereis an optimal

sequence k with Z{F(K)} = Z1{r(k,do)}.

Proof: By definition of SUD(dp), sequence k is optimd for d 3 dy_ It follows that for d
3 do, Za{r(k, d)} = Zi{r(k,do)}. By définition, dy 3 do. Thusfor d 3 d;, sequencek is optimal

for UD(d) and Zi{r(k,d1)} = Z{r(kdo)}. Z{F(K)} is function of completion time of jobs at

mechine m, i.e, Z{F(k)} :én_ ICim- di| for d = d. It follows that Z{F(K)}® Za{r(k,dy)} as
j=1

Z1{r(k,d1)} isoptima for d = ds.

In schedule F(K) a machine m,if S, = CG.im " 1 =n,n1 n2,...,2, sequence k has
al optima propertiessof SUD(d) atd = i If Sm: Ciam " 1 = n, -1, n-2,....,2, thiside time

can be removed by the procedure RIT defined above.

It follows that sequence k has now al properties of SUD(d) at d = dy. Thus, Z{F(k)} =
Zi{r(k,d)} a d= dh.If diisincreased to d; + D, the optima schedule at slage m would be Cin,
= CGm+ Dfori=nltoland Com = Mgy + D. For d > dy, dl properties of SUD(d) hold.

Hencefor d 3 di, Z{F(K)} = Z1{r(k, do)} and sequencek isoptimd.

Q.ED.
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We have derived above optima solution for sub problem 1. We would like to State
that the value of unredtricted due date d; in sub problem 1 is determined on the basis of set of
dl optimd sequences of sngle machine E/T problem a d = dp. As mentioned earlier in
section 4.4, it is difficult to obtain optima sequences for single machine E/T problem for d >
do. In that sense the value of d; could be made tighter. This is because some of the optima
sequences for d > dy could have lesser makespan than Mr), and d; is a function of Mg, as
defined above. In the next sub section we describe sub problem 2 and develop its solution

procedure.

4.4.2 Sub-Problem 2:Flowshop E/T Problem for Intermediate Common Due Date

The objective of sub problem 2 is same as tha of sub-problem 1, i.e,

MinimizeZ = § E+Ti=§ |Cim- d|. The difference between sub problems 1 and 2 is in the

vaue of the common due date d. The common due date vaue for sub problem 2 is between
d> and di, i.e, d2 <d < d;. Gaey et d. (1976) provide proof of NP-completeness of this
problem. We were able to use some of the optimd properties of sngle machine E/T problem,
and condruct optima results for flowshop E/T problem for d 3 d;. For common due date d <
di, we find that it is difficult to obtan andyticdly optima solution for flowshop E/T
problem. We have developed aheurigic dgorithm to solve sub-problem 2. We now describe

the proposed heurigtic dgorithm to solve sub problem 2.
4.4.2.1 Heuristic Algorithm (H1) for Sub Problem 2

The proposed heurigic for solving sub-problem 2 is based on permutation sequence
of jobs a the bottleneck machine. Bottleneck machine is identified in this problem as the

machine that reguires maximum sum of processing time of dl jobs amongst dl machines.
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The solution of multi-machine problems is often ussful by decomposing the problem into
gngle machine problems. As a reault, we solve the single machine E/T problem a the
bottleneck machine. The pre-bottleneck processng times of a job is captured by conddering
release dates of job at the bottleneck machine. The release date of a job in this problem is
defined as the earliest time a which the job is avalable for processng at the bottleneck
machine. The post-bottleneck processing times of a job is captured by determining the due
date of a job at the bottleneck. The resulting problem is Sngle machine E/T problem with
release dates and distinct due dates, n/1/ri/S(E;+T;). We solve this sngle machine problem at
the bottleneck machine. To solve this, we refer some results on n/1ri/S(Ei+T; by Chu (1992)
and Chu and Portmann (1992). They derive a sequence of jobs on single machine. In our
heurigtic, usng a priority function (defined below in the detailed heurigtic geps), a job is
sdlected and appended to a partid sequence. Schedule of the partia flowshop sequence is
developed (explained below). Based on this schedule, release dates and due dates of a job are
updated a each iteration of appending the job. The schedule of the complete permutation
sequence is then modified to improve earliness and tardiness codts. In the end, locd
neighborhood search procedure (tabu search) is applied to improve the solution. We now

explain the detailed steps of the heuridtic.

Notation
d= common due date for dl jobs
i= index of jobs, i = 1,2,...n
j= index of machines, j = 1,2,...m
pij = processing time of job i on machine|
= bottleneck machine
Sj= dart timeof jobi on machinej
Cij = completion time of job i on machinej
lik = ealiest timea which job i isavailable for processng a machine k
dik = due date of job i at bottleneck machine k
S = a permutation flow shop sequence of n jobs
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p= set of partid sequence of jobs
s, i) = schedule of sequence s condstingof §; and Cjj for" il s,j =1,2,...,m

Z{g(s,i)} = cog of permutation flowshop schedule
Z{s(s,i)} = § &Cim-di
i=1
The problem isto determine s and (s, i) so asto minimize Z{ (s, i)}.

Heurigtic (H1) for Solving Sub-Problem 2

Step 1 Determining bottleneck machine k
k=agmax Q pi
I ia
Step 2 Determining permutation flowshop sequence (s) and schedule §(s, i) for s
Step 2.1 Determining release date of job i at bottleneck machine k
Igl
rk=gq pix " 1=12..n

x=1

Determining due date of job i at bottleneck machine k

dk=d - é pix " i=12..n

xekl
Step 2.2 Determining priority u; of jobs
Ui = lik if rik + pix 3 dik
U= dk—pik ifrik+ pik < di
Step 2.3 Appending ajobto p (partid sequence)
Sdect job with minimum u; and add to p
Step 2.4 Schedule S(p, i) asfollows.

forito|pl, il p,
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Step 3

Step 2.5

Step 2.6

Step 2.7

forj=1tom
S:1=0
Sj = max {Cij.1, Ciyj}
Cij= S+ pj
Updatingrix " il p
Additop andcdl it p;
Determine s(pi, i) accordingtostep 2.3 " il pi,j=1tom
rik = Cpi k-1(completiontime of i at (k-1) after being appended to p)
This is based on the logic tha we schedule the partiad sequence pi
according to step 2.4 and determine the time when job i is available for
processing at bottleneck machine.

Updatingdix " il p

max 6
dik = max {dix, Cpk+1, . {Cox- a pv}}

k+2£ y=k+1
This is based on the logic that a job is not required till the time the

partia sequence p isaready scheduled on post- bottleneck stages.

Repeat steps 2.1 to 2.6 for i | p till |P| = n, i.e. a complete sequence

S isobtained.

Adjusting the schedule a j = m (last machine)

Shifting dl early jobstowardsright (increesing Ciy,, ) before‘d’
Define e st of early jobs, e = {i 2Ci < d}

0: st of ontimejob: o = {iYCiy, = d}

t: st of tardy jobs t = {i %Cim > d}
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| ={i %Sm < dand Cim > d}
fori=1ton,
if(Cim < S+1mand Cim < d),
get z= mn{S+1m- Cim, d—Cim}
forx=1toi
Sm=Sm+ z
Cim=Cm+ 2z
With this dl jobs that complete before due date d are shifted towards d so that
earliness costs are reduced. This procedure maintains the feasibility of schedule.
Step 4 Improving E/T costs further
it jef* fof + t]
checkif o] = 1
Yes® fori= 1ton,
Sm= Sm+ Pm, X1 0
Cim = Cim + pxm, X1 ©

No® z=d-Sm, x1 |

fori=1ton
Sm=Sm+z
Cm=Cm+z

Step 4.1 Bring back (reduce Ciy) tardy jobs (if they can be) that got shifted
towards right after 2.7.2
fori=1tolt], il t;

if Cim < S+1m and S+1m > Cim-l
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Step 5

Step 6

Step 6.1 fori=1tot

Step 6.1.1

YeS® S+im = S+im— min{s+1m - Cim, S+im - Cim—l}
Ci+1m = S+1m + Pi+1m
NO® S+im= S+1m

Ci+1im = Ci+1m

Determine Z{s(s, 1)} = § &Cim-di
i=1

Improving the objective vaue by peforming neighbor hood search scheme

(tabu search) to get a better sequence and schedule. The tabu search procedure

is described below.

Tabu Search Procedure (TS)

Z.= objective function of the current best solution

Sc¢= current best sequence

Zo.= oObjectivefunction of the best ever solution

Se= best ever sequence

=  number of pairs, p = n(n-1)/2

t= number of tabu iterations

Z; = objective function of the candidate sequence x formed by
interchanging j" pair,j = 1,2,...p

Sy = Sequence of candidate sequence x formed by interchanging i" pair,
=12,..p.

aj. = ZC - ZXj1

t§= tabu structure of thej™ pair, O £ ts £ tabu tenure

forj=1top

Generate p candidate sequences sy by interchanging i™ pair from the current

best sequences., x=1,2,...p

Schedule the sequence x from step 2.4, step 3 and step 4.

Determine Z,; from step 5
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Detemine g = Z - Z,
Sort d;’ sin nor-increasing order and re-index d; from 1 to n

Step 6.2 j=1

Step 6.3
Case 1 Candidate solution is worse than current solution and the pair is tabu as well
a£0andts>0
j = j+1 and repesat step 6.3
Cae2: Candidate solution is better than current solution and the pair is not tabu
ifay>0andts=0
step6.3.1  Zc= Zy
Sc= Syj
ts = tabu tenure
forj=1top
ift§> 0
tg=ts-1
if Z.< Ze
Le= L
Se=S¢
Case 3: Candidate solution is worse than the current solution and the pair is tabu
ifa£0andts= 0
goto step 6.3.1
Cae 4. Candidate solution is better than the current solution, better than best ever

olution but the pair is tabu (Aspiration)
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ifgg> 0andts> 0and Ze> d|

goto step 6.3.1
Step 6.4 Ifi=1t, STOP, esei =i+ 1andgoto Step 6.1.1.
Step 2.1 determines the release dates and due dates a the bottleneck machine for al jobs.
Step 2.2 determines the priority of a job that is yet to be sdected in a partia sequence. The
job with the highest priority is sdected and appended to the partiad sequence in sep 2.3.
Schedule of the partid segquence is developed in step 24. In dep 2.5, based on the
completion time of the last job of the partid sequence a the bottleneck machine, release
dates of the jobs not in the partid sequence are updated. Similarly, in step 2.6, due dates of
the jobs not in the partia sequence at the bottleneck stage are determined. In step 2.7, a
complete permutation flowshop sequence is determined. In step 3, we shift jobs that
complete before the due date and have idle times a the last machine towards the due date.
This reduces the earliness cogs while maintaining the feashility of the schedule. In step 4 we
reduce the earliness and tardiness codts by increasing the completion time of jobs a the last
machine as long as the number of early jobs are more than the number of on-time jobs and

tardy jobs. Step 5 determines the objective vaue of the schedule.

In step 6 we apply tabu search, a loca neighbor hood search procedure to improve the
vaue of objective function. In tabu search procedure, parameters are the number of tabu
iterations and the tabu tenure. Tabu iterations are the number of iterations over which the
tabu procedure is agpplied. In this procedure, typical tabu iteration would have following
geps. From the n jobs, p = n(n-1)/2 pairs are created. From the current sequence derived
after step 5, p candidate sequences are obtained by applying par wise interchange a the

current sequence. All p sequences are scheduled based on the steps described in heuristic and
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the objective value of each sequence is determined. Tabu move is performed based on the
objective vaues of the p sequences. The tabu moves are described in the heurigtic. Tabu
tenure is the number of iterations for which the pair that just performed the tabu move would

not be considered. Next, we describe the solution procedure for solving sub-problem 3.

4.4.3 Sub-Problem 3:Flowshop Tardiness Problem for Common Due Date

We now discuss the sub problem 3 of minimizing earliness and tardiness pendties in
a flowshop for common due date d < d» (dy is obtaned in sub section 3.6.2). This sub
problem tas a specid dtructure by definition of ds, that no job is early. Thus problem reduces
to tha of minimizing tardiness. Since the due date in our problem is common for al jobs,
minimizing tardiness is same minimizing flomtime, if dl jobs ae necessaily tardy. Further
gnce dl jobs ae smultaneoudy avalable, the minimizing flowtime problem is same as
minimizing completion time. Thus our problem is to minimize tadiness or flowtime or

completion time of dl jobs We now derive andytical solution of sub-problem 3. We begin

that by defining few terms.

Notation

i= index of products, i=12,..n

j= index of machines, j=12....m
q= index of sequences of jobs

S= set of permutation flowshop sequences
dd= common due date of jobs

pij = processing time of job i on machine|
Sj= gart time of job i on machinej

Cij = completion time of job i on machinej
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E = earliness of job i, Ej = max{d-Cim,0)
T = tardiness of job i, T = max(Ciy-d, 0)
s(g,d) = permutation flow shop schedule of sequence g and due date d, gl S.

Z{s(q,d)} = Ealy/Tady cos of schedules(q, d),

Z{s (q,d)} = é [Cim- d
=1

m
k:argmiiné_ pij
j=1
g
d2=3 py

Proposition 1. In a flowshop E/T problem with common due date d, an optimal sequence s

for d = dy isoptimal for d < d,.

Proof: Suppose the optimal sequence sfor d = & is not optimd for d < dp. From
definition of dy, in any flowshop sequence g, no job isearly E =0, " i = 1,2,...n) for d =
d>. Hence schedule s(q, d) has regular performance measure (non-decressing in Cj) for d =
dy. For regular performance measures, the cost of any schedule with inserted idle time t = D
can be improved by removing D as C;; " i, j are reduced by t = D. Hence we consider s (q, )

without inserted idle time and al jobs are scheduled as early as possble. s(qg, &) is derived

asfollows
fori =1ton
forj=1tom

Si1=0

Sj = max{Ci;.1, Ci-1j}
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Cij=Sj+ pj

Z{s (9,d2)} = égl Cim- d

=
From definition of Z{s (q, d2)}, it can be seen that:

ford= d»-1, Z{s(q, d)} increasesby n,

ford= d>-2, Z{s(q, d)} increaseshy 2n,

ford = dx-x, Z{s(q, d)} increasesby xn.

Thusfor any d < dy, Z{s(q, d)} increases by (d2-d)n,

Hencefor d < dy, Z{s(q, d)} = Z{s(q, d2)}+ (d>-d)n

Now consgder an optima sequence s for d = . Suppose s is not optima for a due date d
whered’ < dy. Consider another sequence s1, whichisoptimd for d’ < d,. Then we have,

Z{s(s d)}= Z{s(s d)}+ (d-d') n D

Z{s(sl, d')}= Z{s(sl, d2)}+ (do-d') n 2

If sisnot optimal for d’,

Z{s(s, d)}> Z{s(sL, d')} ®))

From (1), (2) and (3) ,

Z{s (s, h)}+ (d2-d')n > Z{s(s1, dh)}+ (d2-d')Nn

Thus, Z{s(s, &d)}> Z{s(sl, &)}. This is a contradiction as s is an optima sequence for d =

d>. Hence sisan optimd sequence for d < ds.

Q.E.D.
This result has implications that the optima solution of flowshop tardiness problem

for common due date d £ d, (sub-problem 3) remains same for range of d. It is, however,
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difficult to anadyticdly obtan the optima solution of sub-problem 3. We develop heurigtic
dgorithm for the problem. Severd researchers have invedigated the problem of minimizing
tardiness, flowtime, and completion time in permutation flowshops. The equivaence of these
three objectives was shown above. We have compared the performance of our heurigic with

the existing results and found our proposed heurigtic to perform better.

The concept used in the heurigtic is same used in heurigic dgorithm of sub-problem
2. We deive permutation flowshop sequence a the bottleneck machine. The one minor
difference between the heurigtics of sub problems 2 and 3 is that the priority function of a job
is determined differently. This is because in sub-problem 3 we ae solving n1/ri/STi,
whereas in sub-problem 2 we are solving n/1/ri/SEI +Ti. Secondly, the steps of improving
earliness and tardiness codts of heuristic of sub-problem 2 are not required. The steps of the

heurigtic solution of sub-problem 3 are explained below.

4.4.3.1 Heurigtic Algorithm (H2) for Sub-Problem 3

Heurigic H2 for Solving Sub-Problem 3

Steps 1 to steps 2.1 are same as in heurigtic for solving sub-problem 2.
Step 2.2 Determining priority uj of jobs
uj = max(rik, t) + max{max(rik, t) + pik, dik}
wheret = current time = Csk
Step 2.3 to step 2.7 are same as in heurigtic for sub-problem 2.

Steps 3 and steps 4 are not required as no job is early.

Steps 5 and steps 6 are same asin heurigtic for sub-problem 2.
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Next, we describe the solution procedure for solving the intermediate products scheduling

problem.

4.5 Solution Procedurefor Intermediate Products Scheduling M odel

In this section, we develop the solution procedure for the intermediate products
scheduling problem. The main difference between finished goods and intermediate products
is in the production process. While the production process of finished goods resemble
flowshop pattern, intermediate products are processed in a generd jobshop pattern with re-
entrant flows. This means tha intermediate products do not have smilar routes in the
production process. This increases the complexity of scheduling in the flexible plant. One
important condderation in the intermediate products scheduling is tha there cannot be any
tardiness in the schedule. This is because, intermediate products derive their due date from
the schedule of higher-level products as seen in chapter 1. Based on the product Structure,
higher-level products are scheduled firgt, their schedule is trandated in the requirements (due
dates) of ther lower leve intermediate products. To mantan feeshility of the schedule of
product structure, products at any level (except levd O products, which are finished goods)
canot be tady. Hence only earliness costs need to be minimized in the intermediate
products scheduling problem. We have developed the solution dgorithm for intermediate
products on these lines. We describe the heurigtic now to determine intermediate products

schedule.

As discusd in section 4.4, we ae minimizing ealiness in the intermediate product
scheduling, tardiness has to be zero to mantain feashility of the schedule At a particular

level of product structure, we sort al jobs of the level on the basis of ther due dates. Jobs
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derive therr due dates from the schedule of their higher-level products. Starting from the job

which has fathest due date, al operations of a job are scheduled. This way al jobs are

scheduled a a particular leve. Then the schedule of next lower leve is conddered till the last

level is reached. In doing this, overlapping of jobs a a machine is avoided in following way.

Figure 4.2 bdow shows that status of a machine that has jobs 1, 2 and 3 are dready

scheduled. x1 + X2 is the idle time between jobs 1 and 2, x3 is the idle time between jobs 2

and 3. d; is the due date of job 4 which is yet to be scheduled on this machine. If processng

time of job 4 is less than x2, it will be scheduled as shown by dotted lines. Else it will be

checked if job 4 can be scheduled between 2 and 3, i.e, if the processing time of job 4 is less

than x3. If it is not possible to schedule job 4 in any of the two places, it would be placed

before job 3 as shown in the figure below.

LA A
x3 2 X2 X1 1
4 3 —p < >« g

Figure 4.2: Conflict Removal at a Machine

We now provide detailed steps of the heurigtic beginning with defining the parameters.

Indices

i= index of products, i=12,..n

j= index of machines, j=12,..m

E=  index of operations

Sets

N=  setof products, {i |[i=12,...... n}

EQ= st of machines, {e|e=1,2,...eqp}

Parameters

g = number of operations of product i, iT N
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pij = processing time of product i on machinej, iT N
gj=  machine used by product i a machinej, il N
Xi=  quantity (in units) of product i to be produced iT N
as proposed by planning model
li=  inventory (in units) of product i at the beginning iT N
of the scheduling period
=  sandard batch size (in units) of product i, iT N
m; = number of batches between two setups for product i, iT N
M, = setuptime (in hours) of product i, iT N
rik= amountof i (inunits) in one batch of product k, i, kT N
Pi=  satof productsfor which i isaninput, {k | rix>0}, i, kT N
Di= number of due dates of product i, iT N
dx= x™ due date of product i, iT N,x=12,..
x= Requirement of product i in x" due date, i1 N,x=1,2,
ix= timeof X due date of product i a level 0, i=1,2,3.....No,
x=1.2,...D;
Aix = Production quantity of product i in X" due date, iT N,x=1,2,
nix= number of batches of product i in x" due date, iT N,x=1,2,
inti = number of intermediates of product i, il N
= number of levesin the product structurei, iT N
Suxi = Sarttimeof a™ batch of b™ stagein x™ due date of product i,
iT N,x=1,2...D;, b=1,2...g, a=1,2,.. .Nix.
Canxi = completiontimeof a™ batch of b" stagein x™ due date of product i,
il N,x=1,2..D;,b=1,2...q, a=1,2,.. Ny
Ce= number of machines scheduled on machine g, el EQ
ele. = time (in hours) from which mechine e available y=12,.Ct+1,
el EQaty" count,
€2 = time (in hours) for which machine e is available from efle at Y count,
y=12..,ct+1 el EQ
nlj=  number of productsat levd |, I=12,..L.
SD) = sorted values of products and their due datesin 1=12,..L.
non-increasing order of due dates at leve |,
Step 1 Determining production quantities after netting out inventory & dl levels
forl=1toL
fori = 1tonl
forx=1to Dy
14 %1 i
Ax=maxig R«k- li- g Ai, Oy
Step 1.1 Tk k=1 %
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Step 1.2 Nix = éAIX/ Bll:l

Step 1.3 Revisng production quantities
Aix = nix B
Step 2 Determining due dates of products a dl leves

Step 2.1 for | = O (finished goods)
fori=1,2,...nly
dix = tix, x=1,2,...D

Step 2.2 forl=1toL

fori = 1tonl

forx = 1to D;
for k1= 1to|Aj|
fork2 =1to Dy

fork3 = 1to Nk

dix = Caikek1 - Pik1

Step 3 Sorting due detes & dl levels
forl=0toL
fori = 1tonl
forx= 1to D
Create set SD ={uq, vy} by sorting dix in non-increasing order. upy is

the product at k™ position and Vi isits corresponding due date.
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nli Di
ISD{=Q & nix, k= 1to|sD|,
i=1 x=1
Step 4 Schedule leved 0O products (finished goods) through solution procedure
described in section 4.3 of this chapter.
Step 5 Scheduling the products a dl levelsfrom 1 to L
forl=1toL

Step 5.1 Schedule the products a al machines

forj = 1to|SD)|

i = ug, up 1 SD
X = Vi), vy T SDy
a = Nix,

Step 5.2 Schedule starting from the last operation
b= g,
€= €Qib,
Ce=0,
fork=1toce+ 1
Step 5.2.1 Conflict checking
if (e = 0)
Cabxi = dix
if(h=rm+ 1)
Sabxi = Capxi — N Pig- M
dse
Sibxi = Cabxi — N Pig

dse
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X = agmaX g €le 3 dix

if (Elex— €2ex £ dix and dix — N pig —M; 3 €lex — €2¢)
Cabxi = dix

if (elex— €2ex £ dix and dix — N Pig —M < €lex — €2¢y)
fooy=k+1ltoce+ 1
z=agminy €2y 3 npiq+ M;
Cabxi = €le

if (€lex— €2ex > dix)

fory = k+1to Cei1

Z= arg maxy €2¢, 3 N pig + M;
Cabxi = €le

if(h=rm+ 1)

Sibxi = Cabxi — N Pig- M

dse

Sibxi = Cabxi — N Pig

while (a >1)

a=a-1

Cabxi = Sar1bxi
if(h=rm+ 1)

Sibxi = Cabxi —N Pig- M

dse

Sibxi = Cabxi — N Pig

Step 5.3 Update machine status



Step 5.4

Ce=Cet 1
if (ce=1)

elee = Ta
€2.=0
telee = Ta
te2e=0
forz=1toce

y=argmax z: Cnuoi £ €le

fork=1toy-1
ele = el
€2c = €26

eley = €eley

€2¢ = Eley - Crixoxi

€ley+1= Sinxi

€2¢y+1= t€2¢y - Nix.Pib-Mi-€2¢y
forz=y+2tocet+1

el = telegrl

€2¢ = te2er1
forz=1tocet1

telg = ely

162, = €2¢;

Scheduling previous operation till first operation is scheduled

b=b-1;
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while (g >1)
€= €Qib,
a= N,

if (Pib £ Pib+1)

Cnitxi = Chb + 14 - {Nix( Piv+1- pin)}+ pio

if (Pib > Pib+1)

Crwi = Gib+1x - Pib+1

Gotostep 5.3

If b= 1, STOP, else repeat Step 5.4.
Step 1 determines the number of baiches of each product in one production run. The
importance of this dep is that it makes use of the avalable inventory while scheduling a
product. A finished good could have many due dates, i.e., severa customer orders. Orders
that are in beginning of the scheduling period may be fulfilled from the inventory. However,
if the entire quantity proposed by the productionplanning mode has to be scheduled, the
avalability of invertory gives the scheduler some degree of flexibility. In step 2.1, the due
dates of finished good are specified. These are based on the customer orders. Finished goods
have severd due dates (customer orders). In step 2.2, we determine the due dates of
intermediate products. At the time of determining due date of an intermediate product & a
paticular levd, its higher-level product (where the intermediate product is input) is aready
scheduled. Based on this schedule, the due date of an intermediate product is determined. As
in the case of finished goods, intermediate products would aso have severd due dates
depending on how many times an intermediate product is required. In step 3, due dates are

sorted in norrincressing order. Step 4 schedules the finished products according to the
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solution procedure described in section 4.3 of this chapter. We have to apply this procedure
as many times as there are due dates of finished goods. Scheduling problem is decomposed
into as many problems as there are common due dates in the scheduling horizon. In step 5,
we schedule the intermediate products a dl levels dating from level 1. The products are
selected on the basis of sorted due dates at a level and beginning from the last operation, dl
operations of a product are scheduled till first operation is scheduled. It is ensured in step 5.2
that there is no overlgpping of products on a machine. The explanation of this step is dso
provided in sub-section 4.4.1. In step 5.3, after any operation is scheduled on a machine, the
availability status of the machine is updated. Step 5.4 ensures that dl operations of a product
are scheduled. In the next section, we describe the solution procedure for solving dedicated

plants scheduling problem.

4.6 Dedicated Plant Scheduling Heuristic

There are some production plants in the production environment that produce only
one type of product. These are cdled as dedicated production plants. We develop heurigtic
agorithm to schedule the products on dedicated production plants. The procedure is

explained below.

Parameters

N = number of batchesto be produced

g= index of mechines, =1, 2, 3, ....k,....K
Ng=  number of machinesin mechineq

pg=  processng time of machineq

e= index of machines, e= 1,2,.....,.E
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m=  number of batches after which set-up isrequired

M= set-uptime (in hours)

Ta= timeavalablein ascheduling period

Spe= darttimeof " machine of " batch on machine e
Cqne= completiontime of g™ machineof " batch on machine e

Dedicated Plant Scheduling Procedure (H3)

Step 0 Determination of Bottleneck Operation
Let ‘k’ be the bottleneck operation
ltok-1: Pre-bottleneck operation
k+1toK: Post- Bottleneck operation
Bottleneck operation capacity:

) . 7 7| /n AYAN
k= argmax{[pqd\l/nqu] +(2MJ3M)}
a € m ¢

Step 1 Scheduling Bottleneck Operation
Q=k
N=n
E=1

Step 11 Care=Ta- g Pa

g=k+1

Step 1.2 If é/nkG=r m+1forr=0,1,2,,,,&N/mu
Yes> x=1
No—> x=0

Step 1.3 Sne = Ckne- pk- M X
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Step 1.4

Step 2

Step 2.1

Step 2.2

Step 2.3

Step 2.4

Isn £ ng

Yes> Checkise= ng
Yes> STOP
No> e=e+l
n=n-e+1

Goto Step 1.2 and get Sne = Ckne - pk- M.x

No=> n=n-ng

Cine= S+ ne

Check Step 1.2 and get Sime = Cine - pk - MX

Goto Step 1.4

Scheduling Pre-Bottleneck Operations

g=k-1

n=N

e=1

Cane = min( Cq +1ne- P +1, San + ne)

If &/n O=rm+1forr = 0,1,2,.....&N/mu
Yes> x=1

No> x=0

Syne = Cqpe - Pa - Mx
Isn=1
Yes> Goto Step 2.5

No-> checkise= nq
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Step 2.5

Step 3.0

Step 3.1

Step 3.2

Step 3.3

Step 3.4

Step 3.5

Yes> e=1
No—> e=e+1
n=n-1
Repeat Step 2.1
Isg=1
Yes> STOP
No-> gq=q-1
n=N
e=1
Goto Step 2.1
Scheduling Post-Bottleneck Operation

g=k+1

Cane = Cq- me+ Pqg

If én/n G=rm+1forr = 0,1,2,,,,,&\/mu
Yes> x=1
No> x=0

Sye =Cope- Pa- Mx

d:Sme—an—le

Isd3® 0
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Yes> Checkifn=N
Yes> Goto Step 3.6
No-> Ise=n
Yes> e=1
No> e=e+1
n=n+1
Repeat Step 3.1
No> Sie= Can- 1e
Check Step 3.2 and get Cane = Syne + g + MX
Repeat Step 3.4
Step 3.6 Isg! K
Yes> g=qg+1
n=1
e=1
Repeat Step 3.1
No—> STOP
Step O determines the bottleneck operation in the dedicated production plant. There are
severd machines available for an operation. The bottleneck operation is the operation with
maximum sum of processng time and setup time required for a product amongst dl
operation. Step 1 schedules the bottleneck operation. Step 2 and step 3 schedule the pre-

bottleneck operations and post- bottleneck operations respectively.
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4.7 Summary

In this chapter, we developed solution procedures for solving the production planning
and scheduling problem. We use branch and bound agorithm to solve the production
planning problem. We have two modeds for scheduling problem, one of the finished good
scheduling problem and the other modd of intermediate products scheduling problem. The
finished goods scheduling problem can be decomposed into three sub-problems based on the
vaue of common due date. The three sub-problems are cdled as flowshop E/T problems
with unrestricted due date, intermediate due date and redtricted due date respectively. Due
date is common for dl jobs in dl three sub-problems. We derive andyticd results and obtain
optima schedule of sub-problem 1. For sub-problem 2, we develop a heurigtic dgorithm and
derive permutation flowshop sequence. We derive an andyticd result for solving sub-
problem 3 in the redtricted due date range. We aso propose heurigtic agorithm for obtaining
permutation flowshop sequence for sub-problem 3. In the next chapter, we report
computational results of the solution procedure for production planning and scheduling

problem.
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5  Reaultsof Production Planning and Scheduling Problem

5.1 Introduction

In this chapter, we provide the results of solution procedures used for solving the
production planning and scheduling problem. We dso report the sengtivity andyss on the
results. The daa for sudying the results of production planning and scheduling problem, is

provided by a pharmaceutica company in India.

The solution procedures for production planning and scheduling problems were
described in chapter 4. We solve the production-planning problem using the branch and
bound dgorithm from a commercid solver. We develop andyticd results for sub-problem 1
of finished goods scheduling problem. Before applying the solution procedure to the overdl
production planning and scheduling problem, we test the performance of heurigtic dgorithms
for solving sub-problems 2 and 3 on some benchmark problems in literature on flowshop

scheduling.

The rest of this chapter is organized as follows. We have the optimd solution for sub-
problem 1 in chapter 4. In the next section, we describe the experiment design and lower
bound of sub-problem 2, and computationd performance of heurigic dgorithms for solving
sub-problem 2. In section 5.3, we discuss the lower bound of sub-problems 3, some of the
exiging heurigic dgorithms for solving sub-problem 3 and computationa performance of
the proposed heurigtics for solving sub-problem 3. In section 5.4, we sudy the results of
production planning and scheduling problem. The summary of this chapter is provided in

section 5.6. We begin by studying the results of sub-problem 2 in the next section.
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5.2 Reaultsof Sub Problem 2

Sub-problem 2 is the flowshop E/T problem with intermediate common due date, i.e.,
problems where the due date fals in between redtricted and unrestricted due dates for
flowshop problems. In this section, we describe a vaid lower bound of sub-problem 2. We
adso describe the experiment design to test the computation performance of the heuridic.

Subsequently, we discuss the results of the solution procedure for sub-problem 2.

5.2.1 Lowe Bound of Sub Praoblem 2

In this section, we develop the lower bound of sub-problem 2. Our objective is to get

avalid lower bound of ajob on its earliness and tardiness. We begin with some definitions.

Notation
i= index of jobs, i=12,..n.
j = index of machines, j=12....m.
= common due date of dl jobs
pij = processing time of job i on machine]
o) = sumof i shortest processing times on machinej amongs dl jobs
LBC; = lower bound on the completion time of job i on machine m.
Cim = completion time of job i on machine m
LBET; = lower bound on earliness and tardiness of job i

In a permutation flowshop, the completion time of the i job on the last stage m, i.e,,

(LBC;) of any sequence is not less than ma><1£j£mi()(i)+rn'ni a pi- min, pug. o) isa
| =1

lower bound on the time needed to process i jobs on machine j. Therefore, Cip, is not less than

the sum of Qi) and the minimum processng times among al jobs on mechine 1 through m

except machine j. Since this is true for al machines the LBC; is a vdid lower bound on

completion time of i™ job on last machine of any sequence. LBC; is provided by Kim (1995).

The lower bound on earliness and tardiness of job i isgiven by: LBET, = max{d - LBC;, O} +

94



max{LBC; —d, 0}. The fir¢ sum is the lower bound on earliness, and the second sum is lower
bound on tardiness It is difficult to determine the lower bound on earliness. Hence, we
consgder LBET; = max{LBCi —d, O}. Next, we describe the experiment desgn of sub-

problem 2.

5.2.2 Experiment Design of Sub Problem 2

The procedures described in the heurisic solution of sub-problem 2 are applied to
benchmark problems in the literature on flowshop scheduling (Tallard, 1993).  The

parameters used in the experiments are shown in the table 5.1 below.

Number of jobsn n=5, 10, 20, 50, 80, 100

Number of machinesm m= 5, 10, 15, 20

Number of instances | of test problems | =50

Processing time of a job on a machine in| Random number  uniformly  digtribution
each ingtance. between 1 and 99.

Number of tabu iterations 50, 60, 70, 80

Tabu tenure Random number between 5 and 10

Table5.1: Parametersin Experiment Design of Sub-Problem 2

For samdl problems, optimd solution is obtained usng Branch and Bound agorithm
from a commercid solver. The performance of the heurigic for smal problems is compared
with optimal solution. For large problems, the heuristic solution is compared with the lower
bound. The peformance measure (Py) used for the heurigtic is ‘Average percentage
deviation from the optima solution in small problems, and lower bound in large problems. *.

We define,
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Zy.  Objective vadue of heurigtic solution of ingtance |
Zo:  Objective vaue of optima solution of ingtance |
Z g: Lower bound of the ingtance |

For smdler problems (n =5, 10; m =5)

1 Zni - Zoi O
Py :_&é HI Ol (:)__100
| &7 Zo g

For large problems (n > 10)

Py = l—lg%l’l —Z”'Z'LBIZLB' %100

LBC; is a wesk lower bound (Kim, 1995). As mentioned above, it is difficult to
edimate the lower bound on earliness. Thus, LBET; is a very wesk lower bound on earliness
and tadiness. This is verified for smdl problems (n = 5, 10; m =5), as the average
percentage deviation of optima solution from the lower bound is found to very high. In case
of n = 5m = 5; 50 ingances, average percentage deviation of optima solution from lower
bound is 326 percent and in case of n = 10; m = 5, it is found to be 284 percent. The average
percentage deviation of heurigic solution from lower bound for smadl and large problems for
5-machines problem is shown in figure 51 and for 10-machines problem in figure 5.2. The
deviation is again high but this is expected, as the deviation of lower bound is high from
optima solution itsdlf. Since both heurisic solution and optima solution deviate by dmost
same percentage from the lower bound for smdler problems, it is obvious that, a least for
amdl problems, heuritic solution and optima solution are close to each other. For (n = 5,
10; m =5), the average percentage deviatiion of optima solution from heurisic solution is

0.894 percent and 1.126 percent for 5 jobs and 10 jobs respectively. The common due date
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consdered for this andyss is d = (di+dp)/2. The observations are encouraging for
measuring heurisic performance, as the optima solution aso has large deviation from the

lower bound.

Average % Deviation from Lower Bound

350
300 A
250 A
200 A
150 A
100 H

50 A

% Deviation

5 10 20 50 80 100
Jobs

Figure5.1: Average % Deviation of Heuristic Solution from Lower Bound: 5 M achines

The performance of the heurigic for smdler problems is dso compared with optima
solution with a random common due dete between d; and d,. This is done to evauate the
quaity of heurigic solution in the entire range of intermediate due date. The results of n =
5m = 5; 50 instances with random due date between d; and d, were 0.846 percent average
devidion of heurigic solution from the optima solution. For of n = 10m = 5; 50 ingtances,

the average deviation of heurigtic solution from the optima solution is 1.247 percent.
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Average % Deviation from Lower Bound
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Figure5.2: Average of Deviation of Heuristic Solution from Lower Bound: 10 Machines

As discussed above that the lower bound of sub-problem 2 is very wesk, the performance
measure of the heuridic for larger problems is tested for common due date vaue d;(obtained
in sub problem 1). This is because we have optimd solution of flowshop E/T problem for
common due date d;, obtanable in polynomid time The rexults of this comparison ae
indicated in table 5.2. The reaults in table 5.2 indicate the average percentage deviation of
optima solution & d = d; from the heurisic solution. Each job and machine combination
discussed in the experiment design is shown in table 5.2. The results of table 5.2 indicate that
the performance of heuristic H1 is good, as the maximum average percent deviation of the
optima solution from lower bound is found to be 1.744 percent. The results in table 5.2
indicate that the average percentage deviaion of jobs for a particular machine follow a non
linear pattern. This is indicated for 5machine problem in figure 5.3. The non-linear paitern is

obsarved for m = 10, 15 and 20 also.
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Machines
Jobs 5 10 15 20
5 0.000 0.000 0.235 0.000
10 0.084 0.081 0.099 0.276
20 0.074 0.020 0.012 0.023
50 0.323 0.153 0.152 0.146
80 0.865 0.642 0.617 0.644
100 1.744 1.168 1.175 1.129

Table 52: Average Percentage of Deviation of Optimal Solution from Heuristic

Solution

As it is seen in the figure 5.3, with increase in the number of jobs, the average percentage
deviation follows a square ordered peattern. The square root of the average percentage
deviation follows a linear pattern. These results are with 50 tabu iterations in each of the 50

instances solved for a particular jolb-machine combination

2.0 1

15 -

1.0 -

054 .

0.0 . . . . .
10 20 50 80 100

Number of Jobs

—— Average % Deviation —8—Square Root of Average % Deviation

Figure 5.3: Average % Deviation from Optimal Solution and its Squar e Root
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When number of tabu iteraions is increased, the results improve as the average percentage
deviation is reducing. This however, would increase the computationa time to solve the
problem. The improvement in results with increase in number of tabu iterations is shown in
figure 54 for n = 50, m = 5 As seen in figure 54, the solution a 100 tabu iterations is

around 70 percent better than the solution at 50 tabu iterations.

0.35 1
0.30 ~
0.25 1
0.20 A
0.15 A
0.10 A
0.05 A
0.00 | . . . . !

50 60 70 80 90 100

Tabu Iterations

% Deviation

Figure 5.4: Improvement in the solution with Increasein Number of Tabu Iterations

5-machine case is andyzed in detall to observe the pattern of the results. At 100 tabu
iterations, the average percentage deviaion follows an dmogt linear pattern as compared to
50-tabu iterations. This phenomenon is shown in figure 5.5. The figure indicates for m = 5,
and n = 5, 10, 20, 50, 80 and 100, the average percentage deviation of heurigtic solution from

optima solution for 50 and 100 tabu iterations. In the next section, we discuss the results of

sub problem 3.

100



=
o N
1 1

1.6 A
1.4 4

Average % Deviation
|_\

5 10 20 50 80 100
Jobs

| —— 100 iterations —®—50 iterations

Figure5.5: Comparison of Results with Different Tabu Iterations

5.3 Resaultsof Sub Problem 3

In this section, we discuss the results of flowshop E/T problem with redricted
common due date, i.e, d < d,. The specid dructure of sub-problem 3 was discussed in
chapter 4. The objective of this problem is to minimize earliness and tardiness. Because of
the common due date and the property that no job is early, the objective of the problem is
same as that of minimizing flomtime and minimizing completion time. As a result, we use
one of the better-known lower bounds in literature, of flowshop completion time problem, as
the lower bound of sub-problem 3. Lower bound of flowshop completion time problem is

due to Ahmadi and Bagchi (1990). We describe this lower bound in the next sub-section.
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5.3.1 Lower Bound of Sub Problem 3 (Ahmadi and Bagchi, 1990)

Notation
N= stof njobs, {i |i=12,...,n}
M= set of m machinesin aflowshop, {j |j = 1 2,...,m}
pij = processing time of job i on machine|
= st of r jobs condituting a patid schedule which specifies
completion times of thejobsin p on dl machines
p’ = st of n-r jobssuchthat p’r = N - p,
Cpj= completion time of the patid schedule p on machine |, or the
earlies time machinej isavailablefor processngajobin p’
Cij = completion time of job i on machinej
S = acomplete sequence of n jobs
s = sum of completion times on last machinem of dl jobsin s
Cs can be written as:
Cs =4 Cim+ § Cim 1)

iip ifp*

The fird sum on the right hand gde in (1) is a condant. The optima vaue of the
second sum is the solution to the following mathematical programming problem Pl where
the minimizationis taken over V, the set of dl possible sequences of thejobsin p’:

Let Co = Ofordl il N, and [i] isthejob in the i position in a sequence, and Cjqp; = O for dll
iT M.

Problem P1 mn a G

ip'

st. Cij® Cy + pijs il p’, JT M )
Cij® Cija+py, ilp, jT M 3
Criti® Cii-uj + Pritip i=r+1,r+2,..,n, jI M @)
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Consider any one maching, say machine s,andlee M = {jT M |j< gandM” ={jT M|j>
st. Furthermore, et iy, iz, ...,inr denote a permutation of the n-r jobsin p’ such that
Piyj £ Pizj £ ... £ Pin-i.

Clearly for any complete schedule we have,

é Cim 3 é Cis+ é é Pixk o)

iip’ iip* x=1 k=s+1

Congder now the following problem P2:

Problem P2

mn & Cs+A & Pt

Vioip: x=1 k=s+1

Subject to:

Gi3Ca+py, ilp,jTM-M" (6)

Cij® Coi+ py, il p',jT M" (7
Ci3 Cij-1+py, il p'jIl M- M" (8)
Ci3 Gj-1+ py, il p',jl M" 9)

Cij3 Ci-uj+pji=r+Lr+2..njl M (10
Ciis® Cii-as+ pis, i=r+1r+2,..n (11

The condraints of problems (P1) and (P2) are identica. It follows from (5) that the
optima solution to (P2) is a lower bound on the optima solution to (P1). Suppose that in
(P2), congtraints (7), (9), (10) and (12) are relaxed and the constraints (6) and (8) are replaced
by the fallowing congtraint:

Cis3 EST(p',i,s)+ pis il p' (13)

where,
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x=s-1
EST(p',i,s) = max éCps, max | Cpk+ é pl%u 14
é

The resulting problem P3 is:

n r m

min ACs+a a P (15)

iip' x=1 k=s+1

subject to (11) and (13).

Clearly, the optima solution to (P3) is a lower bound on (P2). Problem (P3) is NP-
Had and is sngle machine problem of minimizing the sum of completion times subject to
release times. The second sum in the objective function of (P3) is a congtant, and the release
time of job i T p’ isgivenby EST(p’, i, j). If pre-emption is dlowed, (P3) can be optimally

solved by the shortest remaining processing time (SRPT) rule.

Let the objective vaue of P3 with SRPT schedule ke Z. It follows that Z° is a lower

bound on problems P3, P2 and P1. The overall lower bound on P1is max(Z, Z, ........2").
5.3.2 Existing Resultsof Sub Problem 3

There are severd results in the literature on flowshop problems with an objective of
minmizing tardiness, flowtime or completion time of jobs. We apply the best results of these
problems on the ingances generated from our experiment design, and compare the solution
of the exiging heurigics with our heurigtic. We consder following three heurigics existing

in the literature
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1. NEH Nawaz et d. (1983)
2. Rz Raendran and Ziegler (1997)

3. WY Woo and Yim (1998)

We determine average percentage deviation from lower bound on each of the three
heurigtics. On the same instances we test our feuristic (H2), which was described in chapter
4. We dso propose two more heurigtics by applying tabu search procedure on heuristics RZ
and WY. These heurigics are RZT and WYT. Heuristic NEH is not considered for tabu
search, as its performance was worse than other existing heurigtics. Figures 5.6 to 5.9 below
shows the comparison of performance measure of existing heurisics and the proposed

heurigtics for various jolbs and machine combinations.

Figure 56 indicates the comparison of three exiging heurigics and three new
heuristics developed to solve sub-problem 3. As seen in figure 5.6, the average percentage
deviation of heurigtic solution is compared for jobs (n = 5, 10, 20, 50, 80, 100) and 5
machines. Similar jobs are considered for m = 10, m = 15 and m = 20 in subsequent figures.
The average percentage deviation of heurigic solution from lower bound for dl jobs is
minimum in H2, the heuriic we developed in chapter 4. For higher number of machines
dso (figures 5.7 to 5.9), it is seen tha H2 is peforming better. In dl the heuridics the

average percentage deviation from lower bound increases with the number of jobs.

It is seen in dl the cases that heuristic H2 performs better than the existing heurigtics.
The average percentage deviation from lower bound is minimum for H2. Other heurigtics on
which tabu is peformed (WYT, RZT) dso peform close to H2. In the next section, we

discuss the results of the production planning and scheduling problem.
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Figure5.6: Average % Deviation of Heuristic Solution from Lower Bound: 5 Machines, Sub-Problem 3
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Figure5.7: Average % Deviation of Heuristic Solution from L ower Bound: 10 M achines, Sub-Problem 3
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Figure5.8: Average % Deviation of Heuristic Solution from L ower Bound: 15 M achines, Sub-Problem 3
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Figure5.9: Average % Deviation of Heuristic Solution from Lower Bound: 20 M achines, Sub-Problem 3
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5.4 Production Planning and Scheduling Results

In this section, we study the results of production planning and scheduling problem.
The daa for solving the problem is provided by a pharmaceuticd company in India. The
company has multi-dage, multi-product, multi-machine, batch processng environment. The
problem ingance solved with 5-month data has 10 finished products, 30 intermediate
products, 50 by-products and 40 reusable raw materiads. There are 15 production plants in
this ingtance. Out of 15 production plants, 8 plants are dedicated production plants and
remaining seven ae flexible production plants. In gppendix 1, product dructure diagram
(panel A) and process flow diagrams (pand B) of each product are shown. The ingtance

solved is caled asthe ‘base case' .

The results of the production-planning modd are for monthly time period of the 5-
month planning horizon. The decisons obtained are production quantities of finished goods
and intermediate products, number of setups of finished goods and intermediate products,
and inventory levels of finished goods and intermediate products. For illudtration, table 5.2
below shows the production quantity of finished goods in each time of the planning horizon.
Column ‘Product’ in table 5.3 indicates the finished goods and column ‘Plant’ indicates the
corresponding production plants of finished goods Remaning five columns indicate the
production quantities of finished goods in each time period (1,2,...5) of the planning horizon.
Detals of the entire production plan and schedule of this base case are provided in gppendix
2. For each time period of the planning horizon, appendix 3 conssts of production quantities
and number of setups of finished goods and intermediate products (pand A), inventory levels

of finished goods and intermediate products (pane B), capacity utilization of dedicated
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plants (pand C), capacity utilization of flexible machines (pand D), and schedule of the
plants (pand E). Production planning model gives the totd cost of the production plan.
Scheduling results are the gart time and completion time of each product on each machine in
eech time period of the planning horizon. The overdl production planning and scheduling

costsin he instance solved are Rupees 54,127,000.

Time Period
Product Plant 1 2) 3 4 5
El 1 13720.00 27000.00 27000.00 27000.00 27000.00
E1 2 0.00 0.00 0.00 0.00 0.00
E2) 3 1292.13 7000.00] 7000.00 7000.00 7000.00]
E3 4 661.63 2464.93 0.00 2173.44 1820.00]
E4 5 0.00 1256.39 4053.26 776.05 1723.95]
E5) 6 1474.15 529.79 1024.50 947.57 0.00
ES) 7 0.00 0.00 0.00 0.00 740.00
E7| 8 2710.00 2200.00] 0.00 1785.58 3801.04
E7| 9 0.00 0.00 7949.42 8200.00 6198.96
ES 10 168.29 556.22 1100.00 1000.00 1000.00j

Table 5.3: Production Plan of Finished Goods

We dso peaform sendtivity andyss on the base case results of production planning
and scheduling problem. We report the results on sengtivity analyss in chapter 6, where we
describe a case sudy of agpplication of production planning and scheduling models.  Next, we

provide summary of this chapter.

55 Summary

In this chapter, we discussed the computationd peformance of the heurigtic
agorithms used for solving the production planning and scheduling problem. We discussed
in chapter 4 that the finished goods flowshop E/T problem can be decomposed in three sub-
problems on the basis of common due dates. We have reported optima solution for flowshop

E/T problem with unrestricted due date (sub-problem 1) in chapter 4. Heuristic agorithms
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were reported for flowshop E/T problem with intermediate due date (sub-problem 2). We
decribed the experiment design of testing the computationd performance of the heuristic
dgorithm in this chapter. We dso described a vdid lower bound of sub-problem 2 and
discussed the qudity of the lower bound. We discussed that the lower bound of sub-problem
2 is very week. The optima solution of sub-problem 2 was obtained for smdl problems (n=5,
10; m=5) using branch and bound agorithm. We tested the computationa performance of the
heurigic dgorithm for sub-problem 2 by determining the average percentage deviation of
heurigic solution from optimd solution. In smdl problems, for d = (di+d,)/2, the average
percentage deviation of heurisic solution from optima solution is 0.8%4 percent (n =5, m =
5) and 1.126 percent (n =10, m = 5). For a random due date between d; and d,, the average
percentage deviaion of heurigic solution from optima solution is 0.846 percent. We dso
obtained, for large problems, optima solution of sub-problem 2 a d = d, from andyticd
results of sub-problem 1. The heurisic of sub-problem 2 is compared with optima solution

at d = di. The heurigtic solution obtained is very close to the optimal solutionat d = dj.

We dso developed a vadid lower bound for flowshop E/T problem for restricted due
date (sub-problem 3). The computational performance of the proposed heuritic agorithm for
sub-problem 3 was compared with some of the exiting heuristic dgorithms of sub-problem 3.
The average percentage deviation of heurigtic solution from lower bound & found to be better

in our heurigtic as compared to the existing heurigtics.

We have reported results of the production planning and scheduling problem. We
gudied the production plan of the production planning problem and machine wise schedules
of the scheduling problem. The daa for solving the problem is from a pharmaceutica

company in India
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In the next chapter, we gpply the production planning and scheduling models to a
pharmaceutical company in India We discuss the results of the solution procedure used to
solve production planning and scheduling problem in this gpplication. We dso provide

sengtivity analyss on the results.
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6  CaseStudy: Application of Production Planning and
Scheduling M odels

6.1 Introduction

In this chapter, we apply the production planning and scheduling models developed in
chapter 3 to a red life gpplication. The models are applied to a pharmaceuticd company in
India The company was facing the problem of excess inventories, stockouts and low
capacity utilization in order to meet the demand forecast. Demand fluctuation of the products
was resulting in frequent changes in production plans and schedules on the shop floor. Also
the process to change the products schedule to satisfy changing marketing requirements was
time consuming and tedious. We develop a decison support system to solve the production

planning and scheduling problem of this company.

The plan of this chapter is as follows. We briefly describe the production planning
and scheduling problem in this gpplication in section 6.2. We solve the production planning
and scheduling problem in two steps, as discussed earlier in chapter 3. Firdt, we solve the
production-planning problem. The computationa results of solving the productionplanning
problem are described in section 6.3. In section 6.4, we develop a variant of the production
planning mode with additiond market condraints This modd is used for jointly planning
sdes and production. We discuss results of sdes and production planning modd in this
section. In section 6.5, we solve the scheduling problem. We gpply the solution procedure of
scheduling problem developed in chapter 4. The results of the gpplication are discussed in
this section. To provide some managerid indghts from the application of production

planning and scheduling models, we provide sengtivity andyss on results in section 6.6. We
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discuss some implementation issues in section 6.7. The summary of this chapter is provided

in section 6.8.

6.2 Production Planning and Scheduling Problem

In this section, we describe the production planning and scheduling problem in this

goplication. We firg discuss the production environment, and then we discuss the decisons

of the production planning and scheduling problem.

Chapter 1 provides the detailed description of the terminology used here in the
production environment. The environment in this gpplication is multi-product, multi-
mechine, multi-stage batch production. The environment produces finished goods and
intermediate products. The production stage n the environment corresponds to production of
an intermediate product or finished good. As shown in figure 6.1 below, there is a multi-leve

product structure, where aleve is equivaent to production stage.

Level C A
+
£ ¢
Leve 1 B C
f
Leve 2 D
Level 3 E

Figure 6.1: Multi-Level Product Structure

Finished goods (product A) are a higher leve (level 0) followed by intermediate

products (B, C, D, E) a different levels Finished goods and intermediate products are
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produced in production plants. Each production plant comprises number of machines.
Intermediate products and finished goods are processed on machines in a specific, pre-
determined sequence, cdled as route. Machines are shared in plants producing intermediate
products and finished goods. There are dedicated plants also in the production process. These
plants produce only one type of product. Intermediate products are stored as work-in-process

inventory.

By-products are generated from intermediate products and finished goods. By-
products are recycled in recycling plants to extract reusable raw materids. The outputs of a
production plant are intermediate products, finished goods and by-products. Inputs to a

production plant are fresh raw materias, reusable raw materials and intermediate products.

Prior to this study, production planning in the company was done on the basis of the
annud demand of the finished goods. Demand is combination of firm orders and forecast.
The production planning method used is gmilar to the Materid Requirements Planning
(MRP) dructure. Master schedule for end products is generated first and it is exploded to
determine the intermediate products and raw materid requirements A production schedule is
then derived manuadly based on avalability of raw materids and machines, rav materid
procurement and manufacturing lead times. Production plans are made with an objective of
maximizing the cgpacdty utilization of machines This often results in high inventory of
intermediate and end products. The production schedule is forced to undergo frequent
changes due to demand variability, raw materids unavalability, shop-floor uncertainties like

machine breskdowns etc.
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Production planning and scheduling problem is to determine the decisons at
minimum cos. We developed a decison support system in order to derive production
planning and scheduling decisons and manage the above-mentioned complexities. We have
discussed the production planning and scheduling decisons in detail in chapter 1. We would
briefly revigt them as we ae implementing the modes in this goplication. In the next

section, we describe the gpplication of production planning model and its results.

6.3 Application of Production Planning M odel

We modd the production environment described in section 6.1 in two steps. In the first
sep, we develop a mixed integer linear programming productionplanning modd. Demand is
forecast over the planning horizon. Aggregate avalable capacity of dedicated plants and
shared machines in flexible plants is consgdered in the planning modd. For plants where
there is no sharing of machines, monthly available capacity of plant is consdered. For plants
where machines are shared by multiple products, machine wise monthly available capacity is

considered. The decisons of the planning modd are:

- Quantity of each product to be produced on each plant in each time period of the planning
horizon

- Inventory levels of end products, intermediate products, solvents and by-products in each
time period of the planning horizon

- Quantity of fresh raw materia consumed in each time period of the planning horizon.

The planning moded would dso determine the capacity utilization of each plant and machine

in each time period.
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In the second sep, we deveop scheduling model for detalled machine wise
scheduling decisons in each time period. Scheduling decisons comprise of dat time and
completion time of each product on each machine. The decisons of the planning modd
impose condraints within which the decisons for detalled scheduling are taken. Application

of scheduling modd is described in the next section.

The production-planning problem is solved using the branch and bound dgorithm.
The productionplanning modd is deveoped in GAMS modding sysem and the branch and
bound dgorithm is gpplied from CPLEX solver. We report the results of the agpplication of

production-planning modd in the sub-section below.

6.3.1 Resultsof Production Planning M odel

Now, we compare the cost of actua production plan developed by the company
agang the production plan proposed by the cost minimization model (production-planning
model) for a given period. The sze of problem ingance solved in this gpplication is as
follows. There are 10 finished goods, 30 intermediate products, 50 by-products and 40
reusable raw materids. There are 15 production plants, 8 dedicated plants, and 7 flexible
plants. The planning modd in this insance has 576 discrete variables, 5974 continuous
variables and 3016 condraints. For solving the problem, 5month data from January 2002 to
May 2002 is conddered. The unit of time period in the five-month planning horizon is one
month. The execution time in this insance on a Pentium 4, 1.6 GHz workstetion is 1240

seconds.

Actud production plan of the company to meet firm orders and demand forecadt,

from January 2002 to May 2002, is conddered for comparing the modd results The
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production plan and schedule of this instance (base case) was discussed in chapter 5. The
results of the production-planning model show consderable savings when compared to the

actud production plan followed by the company during the five-month period.

Refer table 6.1 for the results on production planning modd. We study two scenarios
of results. In scenario 1, the demand forecast is used to solve the problem. We solve the
production-planning modd and determine production costs. We aso caculate the cost of the
production plan developed be the company to meet the demand forecast. In table 6.1,
scenario 1 results show 61.20 percent reduction in inventory carrying cost of intermediate
products and finished goods, 38.46 percent reduction in setup cost of intermediate products
and finished goods, 20.50 percent reduction in cost of fresh raw materias, 8.58 percent
reduction in cost of by-products and recovered raw materid inventory. The production plan
proposed by model in scenario 1is Rupees 2.60 crores. In model 2, the demand is set equd to
the actud production of finished goods in the plant during the 5-month planning horizon.
Table 6.1 summarizes the cost difference between the actud production plan and mode

results.

The results of scenario 2 suggest that to meet the demand equa to the actud
production quantity produced of the company, the plan suggested by the modd results in
savings due to better production planning. The production plan proposed by modd in
scenario 1 is Rupees 1.90 crores. In the next section, we develop a variant of the production

planning modd, which is the contribution maximization modd.
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Cost Difference (%)
(Actual Production Plan — Production Plan
Proposed by the Model)
Cost Scenario 1 Scenario 2
Inventory Carrying Cost of Intermediates | 61.20 60.90
and End Products.
Setup Cost of Intermediates and End 38.46 24.79
Products.
Fresh Raw Materials Cost 20.50 6.38
Inventory Carrying Cost of By-Products | 8.58 6.69
and Reusable Raw Materials
Total Cost 33.87 24.65

Table6.1: Comparison of Model Resultswith Actual Production Plan Costs

6.4 Contribution Maximization Moded

In this section, we develop a variant of the production-planning modd with additiond
market congtraints and cdl it contributio? maximization modd. The contribution
maximization modd is used for jointly planning sdes and production. The modd determines
the best sdes and production plan and maximizes the totd contribution. The modd is based
on minimum and maximum monthly demand provided by the company (typicaly 75 percent
and 120 percent respectivedy of actud demand). As compared to the cost minimization

modd, following changes are made in the contribution maximization modd:

1. As compared to the cost minimization production-planning modd developed in
chepter 3, the contribution maximization mode has one additiond varigble. The vaiable is

SDit: quantity of finished good sold in time period t.

2 Contribution = revenue net of material Cost— total production costs.

Revenue net of material cost = sales-material cost of goods sold

Material costs of goods sold = Cost of raw materials (excluding cost of reusable raw materials) + cost of
intermediates.

Production costs are inventory cost of products, inventory cost of by-products & reusable raw materials, and
cost of fresh raw materials.
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2. The objective function in cog minimization modd minimizes ‘Totad Production
Cogs wheress the objective function in contribution maximization mode maximizes ‘Tota
Contribution’. The objective function of contribution maximization modd is.

max ZZé é_ RMi.S:)it—é_ é_ hilit - é_ é é Si.Git - é_ é_ hsls -
i i j t s ot

i t i t i
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3. The inventory baance condraint of end products in contribution maximization mode
replaces the demand parameter by variable SDj;,
lit = lit - 1+é Xijt - Dit

j
4, There ae three additiond parameters in contribution maximization modd. Two
parameters are minimum demand and maximum demand of end products. This is to provide
lower and upper bounds on SDj;. The purpose of providing bounds is to satisfy the congraint

of megting minimum and maximum demand of end products in each time period. The

congraints providing these bounds are:
Dit 3 DMINit

Dit £ DMAXit

The third parameter is the contribution of each end product. Table 6.2 presents the results of
contribution maximization modd. The table shows the percentage increase in revenue net of

material cost proposed by the modd.
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Percentage Increase in Sales 11.45

Percentage Increasein Materials Cost of 5.44
Goods Sold

Percentage Increase in Revenue Net of | 24.82

Material Cost

Table 6.2: Percentage Increase in ‘Revenue Net of Material Cost’ in Contribution

Maximization Model as Compared to the Actual Sales and Production Plan.

To meet the sdes plan, table 6.3 below shows the improvement in production costs in the

contribution maximization model.
Inventory Carrying Cost of Intermediates and 60.90
End Products.
Set-up Cost of Irtermediates and End 24.79
Products.
Fresh Raw Material cost 6.38
Inventory Carrying Cost of By-Products and 6.69
Raw Materids
Percentage Increase in Contribution 42.54

Table6.3: Production Costs Difference In Percentage: (Actual Production Plan—

Production Plan Proposed by the M oddl)
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Savings due to jointly planning sales and production is Rupees 9.92 crores. This is
42.54 percent incresse in contribution. Significantly higher benefits are redlized in the case of
jointly planning sdes and production over the production plan to meet the demand forecas.

It is interesting to see that with only 11.45 percent increase in model sdes plan as
compared to actua sdes (Table 6.2), reduction in production costs due to improved
production-planning (Table 6.3), results in 4254 percent increase in contribution. There are
few issues to be anadyzed for condderable increase in contribution proposed by the
contribution maximizetion modd. The results indicate the operating philosophy of the
company. The notion followed by the company is to maximize the capecity utilization, rather
then to plan for the demand forecast. This leads to excess inventories of most of the products.
It is seen in reaults, that to meet the demand, reduction in inventory codts is a magor
component of savings. This is one of the important ingghts for managers that producing to
capacity can lead to very high operationd costs. The other reason for condderable
improvement in contribution is, obvioudy, more sdes in the mode results. There are upper
bounds on the demand, and it is assumed that the company would be able to redize the sdes
suggested by the modd. The contribution maximization mode guides the marketing people
to sell a certain product mix, which will maximize the contribution of the firm. It is possble
that due to high demand varigbility, price competitiveness, and other market condraints,
sdes plan suggested by the model may not be redized. There are other uncertainties in the
environment like machine breskdowns, rgections due to poor qudity etc., which would
affect the actud contribution redization. In the next section, we describe the gpplication of

scheduling modd.
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6.5 Application of Scheduling M odel

In this section, we solve the scheduling problem. We agpply the solution procedures
developed for solving scheduling problem in chepter 4. The productionplanning modd is an
input to the detalled scheduling modd. As discussed in the product dructure diagram,
products a level O are the finished goods. Finished goods are scheduled by applying the
solution procedure of flowshop E/T problems described in chapter 4. Finished goods derived
their due dates on the bass of customer orders and demand forecast. In this application,
finished goods have shipments severd times in a month based on customer orders. Hence, we
aoply the flowshop E/T scheduling problem in each week of the month. The common due
dates of finished goods is end of each week. The objective of the finished goods scheduling
is to minimize earliness and tardiness pendties. Intermediate products (Leve 1 onwards)
derive ther due dates from the schedule of higher-levd products. The objective of
intermediate products scheduling is to minimize earliness pendties. As discussed in chapter
4, in solution procedure for intermediate products scheduling, tardiness is not dlowed in the
intermediate products scheduling to maintain the feeshility of the schedule. This is because
while scheduling intermediate products a any level of product dtructure, the higher-leve
products are dready scheduled. Intermediate products have due date based on the dtart time
of higher-levedl products. Allowing tardiness would lend the schedule of higher-level product
infeesble. To solve intermediate products scheduling problem in this application, we apply
the solution procedure for solving the intermediate goods scheduling problem described in
chapter 4. For products produced on dedicated production plants, we apply the solution
procedure for scheduling dedicated plants discussed in chapter 4. A product has a standard

batch size. The number of batches to be produced is determined from the batch sze of
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products. Scheduling decisions determine the dtart time and completion time of each batch of
product on each machine. The detalled schedule of products and its earliness and tardiness
cods for each time period of the planning horizon are provided in gppendix 3. In the next
section, we discuss sengtivity andyss on the results of the production planning ands

scheduling problem.

6.6 Sensitivity Analysis on Production Planning and Scheduling Results

In this section, we peform sendtivity andyss on the production planning and
scheduling results obtained in the previous section. Sengtivity andyds is done on demand of
finished goods, initid inventory of finished goods and intermediate products capacity of
dedicated and flexible plants, and raio of setup cost to inventory cost of intermediate
products and finished goods. Demand is chosen for sengtivity andyds as the environment
has demand vaiability, and sengtivity on demand will hep in coordingting the marketing
decisons in a better way. Sengtivity on initid inventory will hdp in evduding the cogt of
purchasing the intermediate products as compared to in-house production to avoid production
ddays. The ingtance solved in the previous section is consdered as the base case. We are not
andyzing the sengtivity of parameters on scheduling cods, as they are very less as compared

to the production costs.

As shown in table 6.4, we observe the impact of change in parameters on inventory
costs and setup costs of intermediate products and finished goods, inventory costs of by-
products and reusable raw materids and cost of fresh raw materid used. The detalled results
(production quantities of products and number of setups) of dl the cases are provided in

gopendix 3. We dso observe the impact on capacity utilization of dedicated plants, and of
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eech machine in the flexible plants. Table 6.4 shows for each case, its production costs and
the change in costs from the base case. Demand of finished goods is varied from 80 percent
of the base case demand to 120 percent of the base case demand. The mgor factor that
reduces the cost at 80 percent of the base case demand is the cost of fresh raw materid. The
inventory of intermediate products and finished goods are higher in case 2 as compared to
cae 1, due to the high initid inventory of products. With increase in demand, the cost of
fresh rawv materid aso goes up. Table 6.5 and table 6.6 indicate the capacity utilization in
percentage of dedicated plants and of machines in flexible plants respectively. In table 6.5,
for each case, the average capacity utilization of dedicated plat is shown. The average
capacity Uutilization is determined over the 5-month planning horizon. The average capacity
utilization of dedicated plants is reduced by around 30 percent at 80 percent base case
demand. In table 6.6, the average capacity utilization over a 5month period is determined for
each machine in the flexible plant. The average capecity utilization of machines is reduced
by around 25 percent in the case of 80 percent base case demand. With increase in demand,
the capacity utilization of dedicated plants goes up by 20 percent and 15 percent in case of
flexible plants. The production plan is infeasible a 120 percent of the base case demand of
finished goods. At 120 percent of the base case demand, the capacity condraint of one of the

flexible machines gets violated.

The aggregate capacity of dedicated plants and machines of flexible plants is varied
from 80 percent to 120 percent of the base case capacity. It is seen that at 80 percent of the
base case capacity, the production plan is infeasble and is not able to meet the base case
demand. Reduction in capacity is resulting in high inventory costs. At 110 percent and 120

percent of the base case capacity, the production costs are decreasing. This is due to the
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reduction in inventory costs and setup codts. Since cagpacity is more, the modd is suggesting
to produce when required, resulting in less build up of inventory. It is seen in table 6.5 that
the cgpacity utilization of some of the dedicated plants is not very high. This is an important
observation to the management for capacity planning related issues. One of the reasons for
low capacity utilization could be the seasondity in the demand of products produced in these
plants. In the five months indance solved, the products produced in low cgpacity utilization
plants may have less demand. Ancther insght from this result is that some redlocation of the
capacity is required to improve the overdl capacity utilization of the production plants. Low
cgpacity utilizetion is dso an indication to the marketing department to enhance the sdes of
the products produced in these plants. Sengtivity on capacity is aso useful for long-term
drategic decisons for the company. Margind vaue of the capacity is an useful indicator to

the management for determining the appropriate capacity of the resources.

Impact of initid inventory is Sgnificant on the production plan costs and capacity.
Initid inventory of intermediate products and finished goods is varied from 80 percent to 120
percent of the base case. With high initid inventory, reduction in tota codts is seen in table
6.4. At 120 percent of the base case initid inventory, athough the inventory costs go up, the
cost of fresh raw materid reduces (due to less production of products) consderably. This
reduces the overal cost of case 14. The inventory cods are riang with increase in inventory
due more to inventory being caried over in the planning horizon. The capacity utilization
decreases with increase in initid inventory. With less initid inventory, the production costs
increase due to more consumption of fresh raw materids. This is happening because more
production is required with less initid inventory. Cgpacity utilization is aso incressing with

lessinitid inventory.
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Sengtivity is also done on ratio of setup codts to inventory codts. It is seen that with
more setup to inventory costs ratio (cases 15; 16), the number of setups decrease (as seen in
reduced setup costs). The inventory cods in these cases increase resulting in overdl increase
of cods This is because in the production plan, more inventory is carried due to high setup
costs. The production plan changes in both the cases. In cases 17 and 18, there is no change
in the production plan. However, the production costs reduce due to significantly less use of
fresh rav materid. The inventory of by-products and reusable raw materiad is aso less in

cases 17 and 18.

6.7 Implementation |ssues

The benefits of production planning modd were shown to the company from the
results of fiveemonth data. The benefits provided the motivation to the management for
implementing the modds. The extent of savings due to production planning modd is
presently difficult to esimate over a longer duration. The company is in the process of using
the production planning and scheduling modds for their complete operations. Presently, the

implementation of scheduling modd is not fully functiond.

On-gte training was provided to the personnd involved in planning and shop floor
scheduling. The Decision Support System (DSS) developed was documented to include;
production-planning and scheduling problem, key decisons in the problem, dtructure of
production planning and scheduling models, interpretation of results, and sendtivity andyss
on reaults. The planning model developed in GAMS was provided interface with Microsoft
Excd to import the parameters of the model. This was dso done to facilitate the change in

parameters with ease.
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One mgor observation from implementation of the modds is that managers do not
exsly interndize the benefits of optimization tools We faced difficulties in convincing the
plant managers that producing just to increase capacity utilization often results in high
operational costs. The results of the models helped managers to understand the importance of
this issue. Another important issue we experienced in implementation of these models is that
right training and competence is impeaive to exploit maximum benefits of optimization
tools. It is very important for the users to know the capabilities of such decisons support

systems.

6.8 Summary

In this chapter, we have solved a red life large-scade complex production planning
and scheduling problem of a pharmaceuticd company. We have applied the mathematical
models developed in chapter 3 to address the production planning and scheduling decisions
of the problem. The solution procedure developed for solving production planning and
scheduling problem were gpplied to solve the problem in this gpplication. In section 6.3, the
goplication of production planning modd is described. The results of the productionplanning
model over the finite planning horizon have shown consderable savings in the production
costs over the actud production plan of the company. A variant of the production-planning
mode is developed in section 6.4. This mode is for jointly planning sdes and production. It
is shown that sgnificant increase in the savings is redized in the sdes and production plan
over the plan to meet just the demand forecast. Application of scheduling modd is discussed

in section 6.5. The solution procedure and results of the scheduling model are described in
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this section. To provide managerid indghts from the problem, sengtivity andyds on the

production planning and scheduling results is provided in section 6.6. We adso discussed

Inventory Costs of
Inventory Costsof |Setup Costs of By-Productsand
Finished Goods |Finished Goods |Reusable Raw Cost of Fresh
Case No. [Case Total Costs|and Intermediates |and Intermediates |Materials Raw Materials
Casel Base Case 54,127,000 4,839,510 197,264 1,656,298 47,433,926
Case 2 80% Demand 40,034,000 5,042,543 163,744 1,461,187 33,366,522
Case3 90% Demand 46,825,000 4,814,037 187,866 1,554,902 40,268,195
Case4 110% Demand 61,873,000 5,176,059 211,52(¢ 1,787,368 54,698,053
Case5 120% Demand Infeasiblg - - - -
Case 6 80% Capacity Infeasiblg - - - -
Case7 90% Capacity 54,754,000 5,179,250 196,786 1,686,581 47,691,383
Case 8 110% Capacity 53,814,000 4,536,070 193,982 1,650,022 47,433,926
Case9 120% Capacity 53,739,000 4,368,796 191,352 1,645,352 47,533,500
Case1l [80% Initia Inventory 57,225,000 3,568,487 204,782 1,752,560 51,699,171
Case12 [90% Initial Inventory 55,766,000 4,100,603 199,666 1,707,393 49,758,338
Case13 [110% Initia Inventory 52,777,000 5,652,213 194,792 1,628,691 45,301,304
Case14 |120% Initia Inventory 51,519,000 6,478,924 187,262 1,615,043 43,237,771
Setup to Inventory Cost
Case15 [Ratio-25 55,458,000 6,488,321 169,722 5,562,186 43,237,771
Setup to Inventory Cost
Case16 |Ratio-50 59,272,000 6,712,369 158,854 9,163,002 43,237,771
Setup to Inventory Cost
Case 17 |Ratio-0.1 51,209,000 6,357,042 188,084 1,426,101 43,237,771
Setup to Inventory Cost
Case18 |Ratio-0.5 51,331,000 6,395,766 189,554 1,507,905 43,237,771
Changein Costs (Case—Base Case)
Case2 80% Demand 203,033 -33,519 -195,111 -14,067,405
Case3 90% Demand -25,473 -9,400 -101,396 7,165,731
Case4 110% Demand 336,549 14,254 131,070 7,264,127
Case 5 120% Demand
Case6 80% Capacity
Case7 90% Capacity 339,740 -480 30,283 257,457
Case8 110% Capacity -303,440 -3,284 -6,276| 0
Case9 120% Capacity -470,714 -5,914 -10,946 99,574
Case10 [80% Initial Inventory -1,271,023 7,516 96,261 4,265,245
Case11l |[90% Initial Inventory -738,907 2,400 51,095 2,324,412
Case12 |110% Initia Inventory 812,704 -2,474 -27,607 -2,132,623
Case13 |120% Initia Inventory 1,639,414 -10,004 -41,255 -4,196,155
Setup to Inventory Cost
Case14 |Ratio-25 1,648,811 -27,544 3,905,888 -4,196,155
Setup to Inventory Cost
Case15 |Ratio-50 1,872,859 -38,408 7,506,704 -4,196,155
Setup to Inventory Cost
Case16 |Ratio-0.1 1,517,532 -9,180 -230,197 -4,196,155
Setup to Inventory Cost
Case17 |Ratio-0.5 1,556,256 -7,708 -148,393 -4,196,155

Table 6.4: Sendtivity Analysison Production Planning and Scheduling Results
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Plant |Casel |Case2 |Case3 |Case4 |Case7 |Case8 |Case9 |Casel0 |[Casell |Casel2 |[Casel3 |[Casel4 |Casel5 [Casel6 |[Casel7?
1 87| 67 87 96 87| 87 87| 88| 88| 85) 84 82 82 85| 85|
2 51 38| 5] 57| 5] 5] 5] 55 53] 48| 46 46 46 46 46
3 39 20 48 39 48 5] 50] 21 52 38 38 51 20 5] 38
4 58] 54] 5] 66 5] 50 50] 70] 49 59 59 49 69 49 59
5 62 44 62 72 62] 62 62 69 66) 59 56) 56 56 56) 56)
6 56 39 56 65| 56 56 56 61 59 53 50 50) 50 50) 50)
7 54 41 54 60] 54 54 54 56 55 52 50] 50] 50 50] 50]
8 85 67| 49 54] 49 85 85 87 85 84 83 83 83 83 83
9 39 30) 74 83| 74 39 39 40 39 38| 37| 37 37 37| 37|
10 43 17 43 56 43 43 43 60) 52 34 26 26 26 26| 26|
11 61 34 6] 75 61 61 61 76 69 53] 46 46 46 46 46
12 31 21 3] 35 3] 31 31 34 32 29 27| 26 26 27| 27|
13 36 33 36 40] 36) 34 40] 37| 37| 35 34 34 34 34 34
14 22 20) 22 24 22| 22 24 23] 22 21 21 21 21 21 21

Table 6.5: Capacity Utilization (in Percentage) of Dedicated Plants
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Table 6.6: Capacity Utilization (in Percentage) of Machinesin Flexible Plants
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some issues regarding implementation of the modds. In the next chapter, we provide
conclusons of this research. We ds0 discuss issues relevant to future research from this

thesis.
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7  Summary, Contribution and Future Research

7.1 Summary

In this research, we nvedtigate the potentid of production planning and scheduling in
reducing the operationd costs of manufacturing firms with complex production environment.
We discussed that manufecturing firms are facing complexities in form of increasing product
variety, shrinking product volumes, demand variability, and increase in customer response
times. As a reault, firms are paying high atention to the operating codts. In this context, we
discussed that production planning and scheduling can contribute significantly in reducing

the operating codts of firms.

Motivated by the complex production environment of chemicd plants we consder
the production planning and scheduling problem existing in process industries and discrete
pats manufacturing indudtries. We consider multi-stage, multi-product, multi-machine and
batch processng production environment. We moded the production planning and scheduling
decisons in two geps. In the firsd step, we develop production-planning modd, which is
mixed integer linear progamme (MIP). The decisons of the production modd are to
determine production quantity of products, inventory levels of products, and to determine the
agoregate capacity of resources required to meet the production plan. The objective of the
production-planning modd is to minimize the production cogs over the planning horizon. In
the second step, we modd scheduling decisions. There are two scheduling MIP models,
finished goods scheduling mode and intermediate products scheduling modd. This is
because in the production environment, finished goods follow flowshop setting and

intermediate products follow jobshop sdting with re-entrant flows. The decisons of
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scheduling modd are to determine gart time and completion times of dl products on each
mechine. The objective of scheduling modd is to minimize the ealiness and tardiness
pendties. The production-planning decisons impose condraints, within which the detalled

scheduling decisions are made.

We solve the production-planning problem usng the brach and bound agorithm.
For finished goods scheduling, we consder the permutation flowshop problem with common
due date. The problem is NP-complete. Based on the common due dates, the finished goods
scheduling problem can be decomposed in three sub-problems  sub-problem 1 with
unrestricted due date, sub-problem 2 with intermediate due date, and sub-problem 3 with
redricted due date. Usng some of the known optima results of single machine earliness and
tardiness problem, we develop procedures to determine unredricted, intermediate and
redricted due dates in multi-machine environment. The objective of dl the three sub-
problems is to minimize the absolute deviaion of job completion times from a common due

date. We derive anaytica results for solving sub-problem 1.

We devedop heurisic agorithms to solve sub-problem 2. The heuristic derives a
permutation flowshop sequence at the bottleneck machine.  The pre-bottleneck bottleneck
processing times are treasted as release dates of jobs at the bottleneck. The post-bottleneck
processing times are conddered to derive due dates of jobs at the bottleneck machine. By
solving single machine problem with release dates and due dates iteratively a the bottleneck
machine, we derive a permutation flowshop sequence. Then, we apply tabu search methods
to improve the solution. There are no previous results avalable in the literature of sub-
problems 1 and 2, i.e, flowshop scheduling problems minimizing absolute deviation of jobs

from a common due date. For smdl problem ingances, we determine optimd solution of
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sub-problem 2, using branch and bound agorithm. We show that the lower bound of sub-
problem 2 is very week, as the average percentage deviation of optima solution from lower
bound is very high (326 percent for n = 5, m = 5, 50 instances; 284 percent for n = 10; m =5,
50 ingtances). For smdl problems, we compare the performance of heuristic solution with the
optima solution. The average percentage deviation of heurigtic solution from optima
solution is 0.8%4 percent for n = 5, m = 5, 50 ingtances and 1.126 percent for n = 10, m = 5,
50 instances respectively. For large problems, we compare the heurigtic performance with the
andyticd solution of sub-problem 1 obtaned in polynomid time The average percentage
deviation of the largest problem instance solved (n = 100, m = 20, 50 ingtances) is 1.129

percent.

We develop heurigic dgorithm for sub-problem 3. Sub-problem 3 is the flowshop
problem of minimizing earliness and tardiness pendties, with redricted common due date.
Sub-problem 3 has a specid dructure, that by definition of redtricted due date, no job is
early. The objective of sub-problem 3 reduces to minimize tardiness. If dl jobs are tardy and
Smultaneoudy avalladble with non-pogtive release dates, minimizing tardiness is same as
minimizing flow time or minimizing completion time. Thee ae reslts avalable in the
literature on minimizing tardiness minimizing flow time and minimizing completion time in
permutation flowshops. We compare our heurisic results with some of the best-known
results of these problems and found our heurigtic to perform better. We applied our heurigtic
results and the exising results on some benchmark problems in the literature on flowshop
scheduling. The average percentage deviation of our heurigtic solution from the lower bound

of sub-problem 3 isfound to be less than the solution of exigting heuristics,
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Then, we solve the intermediate products scheduling problem. The production
process of intermediate products is a generd job shop setting wit re-entrant flows.
Intermediate products have derived demand. To mantan feasbility of scheduling decisons,
we do not dlow tardiness in the intermediate products schedule. This is because intermediate
products derive their due dates from the exising schedule of the higher-level products, where
the intermediate products are consumed. We develop heurigtics to solve the intermediate
products scheduling problem. The heuridic is developed with an objective of minimizing
earliness codts, i.e, the completion time of a job is as close as possble to the due date. As
discussed above, the completion time cannot exceed the due date to maintain feashility. The
heurisic determines the schedule of intermediate products a dl levels in the product

gructure.

We report the results of production planning and scheduling problem. The data is
provided by a large pharmaceuticd company in India We obtan optima production plan
over a finite planning horizon, condging of production quantity and inventory levels of
intermediate products and finished goods, inventory levels of by-products and reusable raw
materids and amount of fresh raw materids used in the production process. We determine
aggregate capacity of resources required to neet the production plan. We obtain scheduling
decigons, sart time and completion times of each intermediate product and each end product

on each machine. We dso determine the earliness and tardiness costs in the schedule.

We gpply the production planning and scheduling modds in a pharmaceutical
compay in India This gpplication has multi-stage, multi-product, multi-machine, batch
production environment. We implement the solution procedure developed for solving

production planning and scheduling problem on 5 month data (January, 2002 to May, 2002).
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In this ingtance, there are 10 finished goods, 30 intermediate products and 15 production
lines. We compare the results of the production-planning modd with the actuad production
plan followed by the company during the 5month period. The totd savings due to improved
production planning usng the production planning modd over the actud production plan
followed by company are Rupees2.60 crores. The savings in the plan proposed by the
production-planning model while maintaining the supply of end products a par with actud
production (i.e, cumulative demand in this case is same as that in actud production case) are
Rupees 1.90 crores We dso develop a variant of the production-planning modd with
additional market condraints. The modd is used for jointly planning sdes and production,
and it maximizes contribution. Based on the lower and upper bounds on demand, this mode
uggests the best sdes mix that will maximize contribution. Savings in contribution usng the
contribution maximization model sdes and production plan are Rupees 9.92 crores. The
results show that savings can be Sgnificantly increased by using the modd for joint planning
of sdes and production over the production plan to meet the demand forecast. We report
results on scheduling the production plan proposed by the production-planning modd. We
determine dtart time and completion time of each product in the production plan on each
machine. Earliness and tardiness costs of the products are determined in the schedule. We
dso peaform sengtivity andyss on the production planning and scheduling results in this
goplication. In sengdtivity andyds, we dudy the impact of aggregate capacity, demand, initid
inventory and ratio of setup to inventory cods. The production planning and scheduling

models are presently being used by the company.

In this research, we have shown the tangible benefits of production planning and

scheduling in complex manufecturing environment. We have solved lage and difficult
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production planning and scheduling problems faced by manufacturing firms today. We have
derived some new anaytica results and proposed new heuristic dgorithms for a class of
production planning and scheduling problems. We expect tha models developed in this
ressarch would form bass for production planning and scheduling decisons in complex
production environments. Sengtivity andyss on the results would help the managers to
evduate dternate production plans and schedules and manage the complexities in the

environment in a better way. In the next section, we discuss the contribution of this research.

7.2 Contribution

In this research, we address the decisons of complex production planning and
scheduling problems exiding in discrete parts manufacturing industries and  process
indugtries. We condder a multi-stage, multi-product, multi-machine batch processing

environment.

We condder some new complexities in the production environment that have not
been addressed in the literature on production planning and scheduling. In our
problem, the production environment produces finished goods and intermediate
products. By-products are generated from finished goods and intermediate products,
and are recycled to recover reusable raw materids. Traditiond modds on multi-stage
production planning and scheduling, are primarily based on assembly and fabrication
types of product structures. We consider the complexity of recycling process in the
product dructures There are flexible machines in the production environment. The
machines are used for processing both finished goods and intermediate products,

which complicastes the scheduling decisons congderably. The  production
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environment faces demand forecast over the finite planning horizon. Finished goods
in the environment follow flowshop type of production process, and intermediate

products follow generd jobshop type of production process with re-entrant flows.

We modd the production planning and scheduling decisons through sequence of
hierarchicadl models. Firs, we develop a mixed integer program (MIP) for production
planning decisons. The objective of the production-planning modd is to minimize
inventory costs and setup costs of intermediate products and finished goods,
inventory costs of by-products and reusable raw materids, and cost of fresh raw
materid. In the next sep, we devdop an MIP for finished goods scheduling
decisons. Then, we develop an MIP for intermediate products scheduling problem
decisons. The objective of the scheduling problem is to minimize the absolute

deviation of job completion times from a common due date.

The production-planning problem is solved using the branch and bound dgorithm.
We report some new results for solving the scheduling problem. Finished goods
scheduling (flowshop) problem of minimizing absolute deviation of job completion
times from a common due date is not addressed in the literature. We develop
andytica resllts for solving flowshop scheduling problem in cetan ranges of
common due dates. We dso develop new heurigtic dgorithms for flowshop problem,
where obtaining andyticd solution is difficult. For flowshop earliness and tardiness
problems with specid dructure (minimizing tardiness, flowtime, completion time),
we develop new heurigic dgorithm for the problems. We compare the heurigtic
dgorithms for this class of problems with some of the best exiding results. The

computational performance of our heurigics is found to be better that those of
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exiding heurisics We devdop heurigic dgorithms for solving the intermediate

products scheduling problem.

We report implementation of the production planning and scheduling models in a red
life case of a pharmaceuticas company in India The results of the models indicate
subgtantial savings over the actud company peformance. Sengtivity andyss on the
results is provided evauate vaious production plans and schedules. In the next
section, we identify certain issues which we have not considered in this research, and

which desarve attertion in future research from this work.

7.3 FutureResearch

In this research, we have decomposed the overdl production planning and scheduling
problem and developed sequentid models to address the decisons in the problem. One
possble natural extensgon of this ressarch would be to exploit further the benefits of
decisonr-meking in hierarchical production planning. We have not conddered the
aggregation of products, as mentioned in Bitran and Tirupati (1993). Products may be
aggregated into families, and families into types. A type is a collection of products with
smilar demand patterns and production rates. A family is a set of products within a type such
that products in the family share a common setup. Advantages of aggregation of products
will be less dimendondity of mathematicd programs, less detaled demand forecast will be
required (for product types only). The next process will be to develop disaggregation modds
to determine the production plans for product families. Further disaggregation of the family

production lots to determine the quantities of product will be required.
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Another useful extensgon of this work could be to andyze uncertainties in production
gtugtions. Some of the uncertainties in the form of meachine falures and demand forecast
erors often exig in red life Stuations. Production planning and scheduling with stochastic
demand would be a good genedization of this research. Studions like variability in
processng times of jobs and variability in process yidds are very common, especidly in
process indudries. We have focused primarily on deterministic scheduling in this research.
The information about the problem ingances is known with cetainty in deterministic
scheduling. Modding scheduling decisons with dochedtic parameters would hep in

cgpturing some common uncertainties in scheduling.

We have conddered permutation flowshop environment for finished goods
scheduling, and common due dates of finished goods. Andyds of generd flowshop setting

and congdering distinct due dates of products will be very useful extension of thiswork.

For flowshop problems where it was difficult to obtan andyticd solution, we have
developed heurigic dgorithms. It will be a useful contribution to determine the theoretica

performance guarantee of the heurigtics.

Finaly, one very important extenson of this research would be to study the issues
involved in solving the production planning and scheduling problem, as an integraed
problem. A monolithic modd for addressng production planning and scheduling decisons is
difficult to solve. The computationa effort required to solve is dso enormous. Ancther issue
in an integrated problem solving approach will be to ensure consstency between the
production planning decisons, ad scheduling decisons. A useful comparison will be the

quaity of the solution in hierarchicad problems as compared to the integrated production
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planning and scheduling problem. To prove the decompostion gpproach of solving the
production planning and scheduling problem, as a vdid lower bound on the overal problem

will be another important and interesting issue of research.
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Appendix 1: Product Structure Diagram and Process Flow Diagrams

Panel A: Product Structure Diagram
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Appendix 1: Product Structure Diagram and Process Flow Diagrams

Panel B Process Flow Diagrams of Finished Goods and Intermediate Products
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Panel B

Process Flow Diagrams of Finished Goods and Intermediate Products
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Panel B

Process Flow Diagrams of Finished Goods and Intermediate Products
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Panel B Process Flow Diagrams of Finished Goods and Intermediate Products
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Process Flow Diagrams of Finished Goods and Intermediate Products
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Panel B

Process Flow Diagrams of Finished Goods and Intermediate Products
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Panel B

Process Flow Diagrams of Finished Goods and Intermediate Products
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Process Flow Diagrams of Finished Goods and Intermediate Products
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Appendix 2: Base Case Production Plan and Schedule
Panel A: Prodction Quantities and Number of Setups
Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 13720.00 27000.00 27000.00 27000.00 27000.00 1.00 2.00 2.00 2.00 2.00
E1 2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
E2 3 1292.13 7000.00 7000.00 7000.00 7000.00 1.00 1.00 1.00 1.00 1.00
E3 4 661.63 2464.93 0.00 2173.44 1820.00 1.00 1.00 0.00 1.00 1.00
E4 5 0.00 1256.39 4053.26 776.05 1723.95 0.00 1.00 1.00 1.00 1.00
E5 6 1474.15 529.79 1024.50 947.57 0.00 1.00 1.00 1.00 1.00 0.00
E6 7 0.00 0.00 0.00 0.00 740.00 0.00 0.00 0.00 0.00 1.00
E7 8 2710.00 2200.00 0.00 1785.58 3801.04 1.00 1.00 0.00 1.00 1.00
E7 9 0.00 0.00 7949.42 8200.00 6198.96 0.00 0.00 1.00 1.00 1.00
E8 10 168.29 556.22 1100.00 1000.00 1000.00 1.00 1.00 1.00 1.00 1.00
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
il 1 0.00 17262.39 52452.26 52452.26 52452.26 0.00 1.00 2.00 2.00 2.00
12 1 0.00 18247.77 55446.37 55446.37 55446.37 0.00 1.00 3.00 3.00 3.00
13 2 0.00 0.00 17491.74 64501.43 64501.43 0.00 0.00 1.00 2.00 2.00
14 2 0.00 2159.07 46571.43 46571.43 46571.43 0.00 1.00 4.00 4.00 4.00
15 2 0.00 12096.79 70240.50 70240.50 70240.50 0.00 1.00 2.00 2.00 2.00
16 3 0.00 27089.82 63222.77 63222.77 63222.77 0.00 1.00 2.00 2.00 2.00
17 3 447.23 19740.12 22356.00 22356.00 22356.00 1.00 2.00 2.00 2.00 2.00
18 3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
19 3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
110 3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
111 3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
112 3 0.00 0.00 0.00 0.00 2209.73 0.00 0.00 0.00 0.00 1.00
113 3 0.00 0.00 0.00 0.00 1391.71 0.00 0.00 0.00 0.00 1.00
114 3 0.00 824.70 0.00 2349.49 1967.42 0.00 1.00 0.00 1.00 1.00
115 3 0.00 1439.17 5330.04 1020.50 2267.00 0.00 1.00 1.00 1.00 1.00
116 3 515.80 0.00 1270.59 1617.40 0.00 1.00 0.00 1.00 1.00 0.00
117 3 392.84 0.00 967.70 1231.83 0.00 1.00 0.00 1.00 1.00 0.00
118 3 0.00 352.01 867.12 1103.79 0.00 0.00 1.00 1.00 1.00 0.00
119 3 1150.00 899.16 1040.96 1325.08 0.00 1.00 1.00 1.00 2.00 0.00
120 3 0.00 782.89 1040.96 1325.08 0.00 0.00 1.00 1.00 1.00 0.00
121 3 0.00 666.44 814.03 1036.22 0.00 0.00 1.00 1.00 1.00 0.00
122 3 1608.00 577.89 1117.52 1033.61 0.00 1.00 1.00 1.00 1.00 0.00
123 4 2543.33 2064.69 7460.51 9371.43 9384.96 1.00 1.00 2.00 2.00 2.00
124 4 2978.13 2417.67 8735.96 10973.57 10989.42 1.00 1.00 2.00 2.00 2.00
125 4 3138.18 2547.60 9205.43 11563.30 11580.00 1.00 1.00 2.00 3.00 3.00
126 4 0.00 0.00 454.05 0.00 0.00 0.00 0.00 1.00 0.00 0.00
127 4 0.00 0.00 1121.10 0.00 0.00 0.00 0.00 1.00 0.00 0.00
128 4 0.00 0.00 740.00 0.00 0.00 0.00 0.00 1.00 1.00 0.00
129 4 0.00 574.58 1136.30 1033.00 1033.00 0.00 1.00 1.00 1.00 1.004
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Panel B: Inventory Levels of Products
Inventory of Finished Goods

Initial
Inventory Time Period

0 1 2 3 4 5

E1 13280.00 0.00 0.00 0.00 0.00 0.00
E2 5707.87 0.00 0.00 0.00 0.00 0.00
E3 0.00 661.63 2736.56 476.56 0.00 0.00
E4 3861.35 3476.35 532.74 0.00 776.05 0.00
E5 0.00 1474.15 967.93 92.43 0.00 0.00
E6 510.00 510.00 510.00 510.00 510.00 0.00
E7 0.00 0.00 0.00 14.42 0.00 0.00
E8 875.49 543.78 0.00 0.00 0.00 0.00

Inventory of Intermediate Products
Initial
Inventory Time Period

0 1 2 3 4 5

k| 0.00 0.00 0.00 0.00 0.00 0.00
12 5510.00 5510.00 0.00 0.00 0.00 0.00
13 50000.00 50000.00 47009.69 0.00 0.00 0.00
14 60000.00 60000.00 51199.38 34132.92 17066.46 0.00
15 18000.00 18000.00 0.00 0.00 0.00 0.00
16 30000.00 28735.23 0.00 0.00 0.00 0.00
17 12000.00 2615.88 0.00 0.00 0.00 0.00
18 9.48 9.48 9.48 9.48 9.48 9.48
19 2500.00 2500.00 2500.00 2500.00 2500.00 2500.00
110 2500.00 2500.00 2500.00 2500.00 2500.00 2500.00
111 5010.00 5010.00 5010.00 5010.00 5010.00 3509.74
112 5664.00 5664.00 4673.85 1006.78 304.68 0.00
113 4516.00 4516.00 3568.42 3568.42 868.86 0.00
14 2555.11 1839.89 0.00 0.00 0.00 0.00
115 212.98 212.98 0.00 0.00 0.00 0.00
116 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 392.84 0.00 0.00 0.00 0.00
118 300.14 300.14 0.00 0.00 0.00 0.00
119 1144.86 233.40 391.71 0.00 0.00 0.00
120 1266.27 116.27 0.00 0.00 0.00 0.00
121 936.00 36.70 0.00 0.00 0.00 0.00
122 0.00 0.00 0.00 0.00 0.00 0.00
123 0.00 0.00 0.00 0.00 0.00 0.00
124 0.00 0.00 0.00 0.00 0.00 0.00
125 0.00 0.00 0.00 0.00 0.00 0.00
126 0.00 0.00 0.00 0.00 0.00 0.00
127 0.00 0.00 0.00 0.00 0.00 0.00
128 0.00 0.00 0.00 740.00 740.00 0.00
129 173.84 0.00 0.00 0.00 0.00 0.00

165



Panel C: Capacity Utilized (in hours) in Dedicated Plants

Time Period
Plant
1 457.63 684.00 684.00 684.00 478.77
2 0.00 219.63 502.56 502.56 502.56
4 341.07 281.40 0.00 232.91 468.72
5 0.00 0.00 636.11 655.40 684.00
6 0.00 213.15 641.43 641.43 641.43
8 0.00 188.48 572.46 572.46 572.46
9 28.50 415.06 464.76 464.76 464.76
10 325.84 642.00 642.00 642.00 642.00
11 76.98 311.00 311.00 311.00 311.00
12 0.00 0.00 175.92 647.01 647.01
13 0.00 38.23 684.00 684.00 684.00
14 0.00 72.39 328.96 328.96 328.96
15 72.63 184.75 341.90 313.00 313.00
16 0.00 131.89 213.90 198.82 198.82

Available Capacity : 684 hours in a month
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Panel D: Capacity utilized (in hours) of Machines in Flexible Plants

Time Period
Machine Plant 2 3 4 5
M50 3 44.03 171.64 247.32 419.28 247.31
M51 3 35.21 105.25 69.18 340.26 292.41
M52 3 412.00 460.45 534.50 312.71 161.90
M53 3 345.23 283.07 689.47 720.00 220.32
M54 3 320.40 374.27 529.90 586.47 165.31
M55 3 12.00 243.86 453.27 300.40 131.05
M56 3 320.40 369.45 523.73 578.62 120.51
M57 3 393.33 518.42 720.00 720.00 99.57
M58 3 0.00 0.00 0.00 0.00 0.00
M59 3 367.46 254.40 366.80 595.23 260.11
M60 3 0.00 0.00 0.00 0.00 0.00
M61 3 399.03 418.93 497.09 638.22 105.58
M62 3 327.88 302.11 457.61 492.64 0.00
M63 3 0.00 0.00 0.00 0.00 0.00
M64 3 0.00 91.71 0.00 216.90 336.51
M65 7 171.12 143.43 505.73 590.09 590.88
M66 7 171.12 143.43 479.56 590.09 590.88
M67 7 150.27 126.51 470.52 537.28 513.95
M68 7 14717 123.23 498.69 508.57 509.25
M69 7 0.00 0.00 92.01 0.00 0.00
M70 7 0.00 0.00 63.24 0.00 0.00
M71 7 116.65 98.46 364.32 396.11 396.63
M72 7 14717 123.23 498.69 508.57 509.25
M73 7 171.12 143.43 570.90 614.09 590.88
M74 7 164.91 135.38 523.33 602.16 603.00
M75 7 14717 123.23 493.08 508.57 509.25
M76 7 142.94 117.55 491.58 521.22 521.94
M77 7 171.12 143.43 564.98 614.09 590.88
M78 7 198.03 164.53 653.58 720.00 696.95
M79 7 142.94 117.55 567.74 545.22 521.94
M80 7 171.12 143.43 479.56 590.09 590.88

Available Capacity : 720 hours in a month
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Panel E: Monthly Schedule of Intermediate Products and Finished Goods

Legend ‘
O Operation #
IS Setup Start Time
IC Setup Completion Time
S Production Start Time of Product
C Production Completion Time of Product
E1 to E8 and I1 to 129 Products
\ M1 to M80 Machines
Schedule Month 1 | |
17
(o) IS IC S C S C S C
M83 1 6 26 26 32 32 38 38 44
M84 2 12 32 32 36 38 42 44 48
M85 3 16 36 36 38 42 44 48 50
122
(o] IS IC S C S C S C S C S C S (o3 S C S C S C S C
M53 1 112 136 136 166 166 196 196 226 226 256 256 286 286 316 316 346 346 376 376 406 406 436
M54 3 183 207 207 213 227 233 248 254 270 276 314 320 336 342 358 364 402 408 424 430 446 452
M56 4 189 213 213 219 233 239 254 260 276 282 320 326 342 348 364 370 408 414 430 436 452 458
M59 2 173 197 197 207 217 227 238 248 260 270 304 314 326 336 348 358 392 402 414 424 436 446
Mé62 5 195 219 219 239 239 259 260 280 282 302 326 346 348 368 370 390 414 434 436 456 458 478
119 117
(o) IS IC S (o3 S C S C S C S (o3 (o] S C S C S [
M50
M52 1 0 12 12 92 92 172 172 252 252 332 332 412 1 769 781 781 798 798 815
M57 2 236 248 248 256 278 286 338 346 368 376 412 420
M59
Me61 3 244 256 256 286 286 316 346 376 376 406 420 450 2 794 806 806 815 815 824
E3
o 1S IC S C S C S C S C S C S C
M16 1 104 116 116 119 131 134 146 149 161 164 176 179 191 194
M17 2 107 119 119 121 134 136 149 151 164 166 179 181 194 196
Mi18 3 109 121 121 133 136 148 151 163 166 178 181 193 196 208
M19 4 121 133 133 148 148 163 163 178 178 193 193 208 208 223
M20 5 136 148 148 157 163 172 178 187 193 202 208 217 223 232
E5
0 IS IC S C S C S C S C S C S C S C S C S C S C
M16 1 203 251 251 254 259 262 280 283 302 305 324 327 346 349 368 371 390 393 412 415 434 437
M17 2 206 254 254 256 262 264 283 285 305 307 327 329 349 351 371 373 393 395 415 417 437 439
Mi18 3 208 256 256 278 264 286 285 307 307 329 329 351 351 373 373 395 395 417 417 439 439 461
M19 4 230 278 278 280 286 288 307 309 329 331 351 353 373 375 395 397 417 419 439 441 461 463
M20 5 232 280 280 288 288 296 309 317 331 339 353 361 375 383 397 405 419 427 441 449 463 471
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Panel E: Monthly Schedule of Intermediate Products and Finished Goods

E5
(o] Cc S Cc S Cc
Mi6| 1 481 | 500 | 503 | 522 525
M17 2 483 503 505 525 527
Mi18| 3 505 | 505 | 527 | 527 549
M19 4 507 527 529 549 551
M20 5 515 529 537 551 559
Schedule Month
1
0 IS 1C S C S C S C S C S C S C S C S C S C S C
M31 1 424 430 430 | 450 450 470 470 490 490 510 510 530 530 550 550 570 570 590 590 610 610 630
M32 2 444 450 450 | 470 470 490 490 510 510 530 530 550 550 570 570 590 590 610 610 630 630 650
12
0 IS 1C S C S C S C S C S C S C S C S C S C S C
M33 1 130 136 136 147 147 158 158 169 169 180 180 191 191 202 202 213 213 224 224 235 235 246
M34 2 141 147 147 149 158 160 169 171 180 182 191 193 202 204 213 215 224 226 235 237 246 248
M35 3 143 149 149 151 160 162 171 173 182 184 193 195 204 206 215 217 226 228 237 239 248 250
M36 4 145 151 151 155 162 166 173 177 184 188 195 199 206 210 217 221 228 232 239 243 250 254
14
() IS 1C S C S C S C
M39 1 683 691 691 693 700 702 709 711
M40 2 685 693 693 702 702 711 711 720
15
0 IS 1C S C S C S C S C S C S C S C S C S C S C
M41 1 621 645 645 651 651 657 657 663 663 669 669 675 675 681 681 687 687 693 693 699 699 705
M42 2 627 651 651 654 657 660 663 666 669 672 675 678 681 684 687 690 693 696 699 702 705 708
16
0 IS 1C S C S C S C S C S C S C S C S C S C S C
M43 1 315 345 345 351 351 357 357 363 363 369 369 375 375 381 381 387 387 393 393 399 399 405
M44 2 321 351 351 355 357 361 363 367 369 373 375 379 381 385 387 391 393 397 399 403 405 409
M45 3 325 355 355 357 361 363 367 369 373 375 379 381 385 387 391 393 397 399 403 405 409 411
M46 4 327 357 357 362 363 368 369 374 375 380 381 386 387 392 393 398 399 404 405 410 411 416
M47 5 332 362 362 366 380 384 398 402 416 420
M43 5 338 368 368 372 386 390 404 408
M49 5 344 374 374 | 378 392 396 410 414
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Panel E: Monthly Schedule of Intermediate Products and Finished Goods

17

(0] IS 1C S C S C S C S C S C S C S C S C S C S C
M83 1 0 20 20 26 26 32 32 38 38 44 44 50 50 56 56 62 62 68 68 74 74 80
M84 2 6 26 26 30 32 36 38 42 44 48 50 54 56 60 62 66 68 72 74 78 80 84
M85 3 8 28 28 30 36 38 42 44 48 50 54 56 60 62 66 68 72 74 78 80 84 86

129

O IS 1C S C S C S C S C
M81 1 654 702 702 | 706 706 710 710 714 714 718
m82 2 658 706 706 | 708 710 712 714 716 718 720

114

o IS IC S (9 S C S Cc S Cc S C S C S C S C
M50 1 260 284 284 | 294 299 309 314 324 329 339 344 | 354 | 359 | 369 @ 374 | 384 | 389 | 399
Ms1 2 270 294 294 | 306 309 321 324 336 339 351 354 | 366 | 369 | 381 384 | 396 | 399 | 411
M59 3 282 306 306 | 316 321 331 336 346 351 361 366 | 376 | 381 391 396 | 406 | 411 421
Mé64 4 292 316 316 | 326 33] 341 346 356 361 371 376 | 386 | 391 401 406 | 416 | 421 431

115

0 IS IC S C S Cc S C S C S C
M50 2 425 449 449 | 455 466 472 483 489 500 506 517 | 523
MS3 1 322 346 346 | 374 374 402 402 430 430 458 458 | 486
M55 3 431 455 455 | 472 472 489 489 506 506 523 523 | 540
M57 4 468 492 492 | 504 504 516 516 528 528 540 540 | 552

118

o IS IC S [ S C
M50 1 202 214 214 | 231 231 260
M59 2 230 242 242 | 250 484 504
M60 3 238 250 250 | 258 492 512

119

(0] IS IC S C S C S C S C
M52 1 208 220 220 | 300 300 380 380 460 679 771
M57 2 432 444 444 | 452 452 460 460 468 759 779
Mé1 3 498 510 510 | 540 540 570 570 600 767 809

120

0 IS IC S C S C S C S Cc S C S C
M54 1 116 128 128 | 146 240 258 258 276 312 330 500 | 530 @ 530 @ 548
MS56 2 146 158 158 | 166 268 276 276 284 342 350 528 | 548 | 548 | 556
Mé61 3 196 208 208 | 220 276 288 288 300 368 380 655 | 679 | 679 | 691
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Panel E: Monthly Schedule of Intermediate Products and Finished Goods

121
(0] IS IC S Cc S C S C S C S C
M52 3 140 164 164 | 170 170 176 190 196 196 202 202 | 208
M54 4 146 170 170 | 183 183 196 227 240 330 343 343 | 356
M55 1 70 94 94 114 114 134 134 154 154 174 174 194
M56 5 166 190 190 | 196 196 202 262 268 350 356 356 | 362
M57 2 130 154 154 | 162 162 170 178 186 186 194 194 | 202
Mé62 6 172 196 196 | 208 208 220 288 300 356 368 368 | 380
122
(0] IS IC S Cc S C S C S C
MS3 1 486 510 510 | 540 540 570 570 600 600 630
M54 3 550 574 574 | 580 596 602 618 624 640 646
MS56 4 556 580 580 | 586 602 608 624 630 646 652
M59 2 540 564 564 | 574 586 596 608 618 630 640
M62 5 562 586 586 | 606 608 628 630 650 652 672
E3
O IS 1C S C S C S C S C S C S C S C S C S C S C
M16 1 89 101 101 104 116 119 131 134 146 149 161 164 176 179 191 194 | 206 | 209 | 221 224 236 239
M17 2 92 104 104 | 106 119 121 134 136 149 151 164 166 179 181 194 196 | 209 | 211 224 | 226 239 241
M18 3 94 106 106 | 118 121 133 136 148 151 163 166 178 181 193 196 | 208 | 211 223 | 226 | 238 241 253
M19 4 106 118 118 | 133 133 148 148 163 163 178 178 193 193 | 208 | 208 | 223 | 223 | 238 @ 238 | 253 253 268
M20 5 124 136 136 | 145 151 160 166 175 181 190 196 | 205 | 211 220 | 226 | 235 | 241 250 | 256 | 265 271 280
E3
(0] S C S C S C S C S C S C S C S C S C S C S C
M16 1 266 269 281 | 284 296 299 311 314 326 329 341 344 | 356 | 359 | 371 374 | 386 | 389 | 401 404 416 419
M17 2 269 271 284 | 286 299 301 314 316 329 331 344 | 346 @ 359 | 361 374 | 376 | 389 | 391 | 404 @ 406 419 421
M18 3 271 283 286 | 298 301 313 316 328 331 343 346 | 358 | 361 373 | 376 | 388 | 391 403 | 406 @ 418 421 433
M19 4 283 298 298 | 313 313 328 328 343 343 358 358 | 373 | 373 | 388 | 388 | 403 | 403 | 418 | 418 | 433 433 448
M20 5 301 310 316 | 325 331 340 346 355 361 370 376 | 385 | 391 400 | 406 | 415 | 421 430 | 436 | 445 451 460
E4
O IS 1C S C S C S C S C S C S C S C S C S C S C
M16 1 450 498 498 | 502 504 508 510 514 516 520 522 | 526 | 528 | 532 | 534 | 538 | 540 | 544 | 546 | 550 552 556
M17 2 451 499 499 | 503 508 509 514 515 520 521 526 | 527 | 532 | 533 538 | 539 | 544 | 545 550 | 551 556 557
M18 3 455 503 503 | 509 509 515 515 521 521 527 527 | 533 533 | 539 | 539 | 545 545 | 551 551 557 557 563
M19 4 463 511 511 | 523 523 535 535 547 547 559 559 | 571 571 583 583 | 595 595 | 607 @ 607 | 619 619 631
M20 5 475 523 523 | 535 535 547 547 559 559 571 571 583 583 | 595 595 | 607 @ 607 | 619 | 619 | 631 631 643
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Panel E: Monthly Schedule of Intermediate Products and Finished Goods

E5
0 1S 1C S Cc S C S C S C S C
M16 1 558 606 606 | 609 628 631 650 653 672 675 694 697
M17 2 561 609 609 611 631 633 653 655 675 677 697 699
M18 3 563 611 611 633 633 655 655 677 677 699 699 721
M19 4 641 689 689 691 697 699 705 707 713 715 721 723
M20 5 643 691 691 699 699 707 707 715 715 723 723 731
Schedule Month 3
1
() IS 1C S C S C S C S C S C S C S C S C S C
M31 1 18 24 24 44 44 64 64 84 84 104 104 124 124 144 144 164 164 184 184 204
M32 2 38 44 44 64 64 84 84 104 104 124 124 144 144 164 164 184 184 204 204 224
1
() S C S C S C S C S C S C
M31 1 204 224 224 | 244 244 264 264 284 284 304 304 324
M32 2 224 244 244 | 264 264 284 284 304 304 324 324 344
12
0 IS 1C S C S C S C S C S C S C S C S C S C S C
M33 1 0 6 6 17 17 28 28 39 39 50 50 61 61 72 72 83 83 94 94 105 105 116
M34 2 11 17 17 19 28 30 39 41 50 52 61 63 72 74 83 85 94 96 105 107 116 118
M35 3 13 19 19 21 30 32 41 43 52 54 63 65 74 76 85 87 96 98 107 109 118 120
M36 4 17 23 21 25 32 36 43 47 50 54 61 65 71 75 82 86 93 97 104 108 120 124
13
o IS 1C S C S C S C S C S C S C S C S C S C S C
M37 1 625 626 626 | 630 632 636 638 642 644 648 650 654 656 660 662 666 668 672 674 678 680 684
M38 2 629 630 630 | 636 636 642 642 648 648 654 654 660 660 666 666 672 672 678 678 684 684 690
S C S C S C S C S C
M37 686 = 690 692 696 698 702 704 708 710 | 714
M38 690 | 696 696 702 702 708 708 714 714 | 720
14
(0] IS 1C S Cc S C S C S C S Cc S Cc S C S C S C S Cc
M39 1 182 190 190 192 199 201 208 210 217 219 226 228 235 237 244 246 253 255 262 264 271 273
M40 2 184 192 192 | 201 201 210 210 219 219 228 228 237 237 246 246 255 255 264 264 273 273 282
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Panel E: Monthly Schedule of Intermediate Products and Finished Goods

15

(0] IS 1C S C S C S C S C S C S C S C S C S C S C
M41 1 255 279 279 | 285 285 291 291 297 297 303 303 | 309 | 309 | 315 @ 315 | 321 321 327 | 327 | 333 333 339
M42 2 261 285 285 | 288 291 294 297 300 303 306 309 | 312 | 315 | 318 | 321 324 | 327 | 330 | 333 | 336 339 342

16

O IS 1C S C S C S C S C S C S C S C S C S C S C
M43 1 30 30 36 36 42 42 48 48 54 54 60 60 66 66 72 72 78 78 84 84 90
M44 2 36 36 40 42 46 48 52 54 58 60 64 66 70 72 76 78 82 84 88 90 94
M45 3 10 40 40 42 46 48 52 54 58 60 64 66 70 72 76 78 82 84 88 90 94 96
M46 4 12 32 42 47 48 53 54 59 60 65 66 71 72 77 78 83 84 89 90 95 96 101
M47 5 17 47 47 51 65 69 83 87 101 105
M43 5 23 53 53 57 71 75 89 93
M49 5 29 59 59 63 77 81 95 99

17

(0] IS 1C S C S C S C S C S C S C S C S C S C
M83 1 25 31 31 37 37 43 43 49 49 55 55 61 61 67 67 73 73 79 79 85
M84 2 31 35 37 41 43 47 49 53 55 59 61 65 67 71 73 77 79 83 85 89
M85 3 33 35 41 43 47 49 53 55 59 61 65 67 71 73 77 79 83 85 89 91

129

O IS 1C S C S C S C S C S C S C S C S C
M81 1 638 686 686 | 690 690 694 694 698 698 702 702 | 706 | 706 | 710 @ 710 | 714 | 714 | 718
m82 2 642 690 690 | 692 694 696 698 700 702 704 706 | 708 | 710 | 712 | 714 | 716 | 718 | 720

115

o IS IC S (9 S Cc S C S C S C S C S C
M50 2 185 209 209 | 215 233 239 257 263 281 287 305 | 311 329 | 335 | 353 | 359
MS3 1 0 24 24 52 52 80 80 108 108 136 136 164 164 192 192 | 220
MSS 3 191 215 215 | 232 239 256 263 280 287 304 311 328 | 335 | 352 | 359 @ 376
M57 4 208 232 232 | 244 256 268 280 292 304 316 328 | 340 | 352 | 364 @ 376 @ 388

1

o IS IC S (9 S C S Cc
M50 1 582 594 594 | 611 611 628 628 645
M59 2 636 648 648 | 657 662 671 671 680

1

o IS IC S (9 S C S C
M50 1 645 657 657 | 674 674 691 691 708
M59 2 680 692 692 | 700 700 708 708 716
M60 3 688 700 700 | 708 708 716 716 724

173




Panel E: Monthly Schedule of Intermediate Products and Finished Goods

122
o IS Ic ) c S c ) c S c S c S c S c S c
ms3| 1 220 | 244 | 244 274 | 274 | 304 | 304 334 | 334 364 364 | 394 | 394 | 424 | 424 | 454 | 454 484
Ms4| 3 330 | 354 | 354 360 | 374 | 380 | 394 400 | 414 420 434 | 440 | 454 | 460 | 474 480 | 494 500
Ms6| 4 336 | 360 | 360 366 | 380 | 386 | 400 406 | 420 426 440 | 446 | 460 | 466 | 480 486 | 500 = 506
M59| 2 320 | 344 | 344 354 | 364 | 374 | 384 394 | 404 414 424 | 434 | 444 | 454 | 464 474 | 484 494
M62| s 342 | 366 | 366 386 | 38 | 406 | 406 426 | 426 446 446 | 466 | 466 | 486 | 486 = 506 | 506 = 526
E4
o IS Ic s c S c s c S [ ) c ) c S c S c s c S c
Mi6| 1 4 52 | 52 | 56 64 68 76 80 88 92 100 | 104 | 112 116 | 124 | 128 136 | 140 | 148 152 | 160 164
M17| 2 8 s6 | 56 | 57 68 69 80 81 92 93 104 | 105 | 116 117 | 128 129 140 | 141 | 152 | 153 | 164 | 165
mi8| 3 9 57 57 63 69 75 81 87 93 99 105 | 111 | 117 123 | 129 | 135 141 | 147 | 153 159 @ 165 171
M19| 4 15 63 | 63 75 75 87 87 99 99 111 111 | 123 | 123 135 | 135 147 147 | 159 159 | 171 | 171 | 183
M20| s 27 75 | 75 | 87 87 99 99 111 111 123 123 | 135 | 135 147 | 147 159 159 | 171 | 171 | 183 | 183 | 195
E4
o S c s c S c s c S c S c S c S c S c s c S c
mi6| 1 184 | 188 | 196 | 200 | 208 | 212 | 220 24 | 232 236 244 | 248 | 256 260 | 268 | 272 280 | 284 | 292 | 296 | 304 | 308
mM17| 2 188 | 189 | 200 201 | 212 | 213 | 224 225 | 236 237 248 | 249 | 260 261 272 | 273 | 284 | 285 | 296 = 297 | 308 309
mis| 3 189 | 195 | 201 207 = 213 | 219 225 231 237 243 249 | 255 | 261 267 | 273 | 279 285 | 291 | 297 | 303 | 309 | 315
M19| 4 195 | 207 | 207 219 | 219 | 231 231 243 | 243 255 255 267 | 267 279 279 | 291 | 291 | 303 | 303 315 | 315 327
m20| 5 207 | 219 | 219 231 231 | 243 243 255 | 255 267 267 279 | 279 | 291 291 | 303 | 303 | 315 | 315 327 | 327 | 339
E4
[6) S c s c S c s c S c S c S c
Mi6| 1 328 | 332 | 340 344 | 352 | 356 | 364 368 | 376 380 388 | 392 | 400 = 404
M17| 2 332 | 333 | 344 345 | 356 357 | 368 369 | 380 381 392 393 404 | 405
mis| 3 333 | 339 | 345 351 | 357 363 | 369 375 | 381 387 393 399 | 405 | 411
M19| 4 339 | 351 | 351 363 363 | 375 375 387 | 387 399 399 411 | 411 | 423
m20| 5 351 | 363 | 363 375 | 375 387 | 387 399 | 399 411 411 | 423 | 423 | 435
E5
o IS Ic s c S c s c S c S c S c S c S c s c S c
mi6| 1 406 | 454 | 454 | 457 | 462 | 465 | 470 473 478 481 486 | 489 | 494 = 497 | 502 | 505 510 | 513 | SI8 @ 521 | 526 | 529
mM17| 2 409 | 457 | 457 | 459 | 465 | 467 4T3 475 | 481 483 489 | 491 | 497 | 499 | 505 = 507 | 513 515 | 521 | 523 529 | 531
mis| 3 411 | 459 | 459 | 481 | 467 | 489 475 497 | 483 505 491 | 513 | 499 | 521 | 507 529 515 | 537 @ 523 | 545 | 531 | 553
M19| 4 433 | 481 | 481 | 483 | 489 | 491 | 497 499 | 505 507 513 515 | 521 | 523 | 529 | 531 | 537 | 539 | 545 547 | 553 | 555
m20| 5 435 | 483 | 483 | 491 | 491 | 499 | 499 507 | 507 515 515 | 523 | 523 | 531 | 531 | 539 | 539 | 547 | 547 | 555 | 555 | 563
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Schedule Month 4

0 IS IC S c S c S c S c s c S c s c s c s c
m31| 1 28 34 34 | 54 54 74 74 94 94 114 114 | 134 | 134 154 154 | 174 174 | 194 | 194 214
m32| 2 S8 | 64 64 | 74 74 94 94 114 | 114 134 134 | 154 | 154 174 174 | 194 | 194 | 214 | 214 234
I
0 s c S c S c S c S c s [§
m31| 1 214 | 234 | 234 | 254 | 254 | 274 | 274 294 | 294 314 314 334
m32| 2 234 | 254 | 254 274 | 274 | 294 | 294 314 | 314 334 334 354
12
0 IS IC S c S c S c S c S c s c s [§ s c s c S c
m33| 1 10 16 16 | 27 27 38 38 49 49 60 60 | 71 71 | 82 | 8 | 93 | 93 104 | 104 115 115 126
m34| 2 21 27 | 27 | 29 38 40 49 51 60 62 71 | 73 82 | 84 | 93 95 | 104 | 106 115 | 117 | 126 | 128
m35| 3 23 29 29 | 31 40 4 51 53 62 64 73 75 84 | 8 | 95 | 97 | 106 108 | 117 119 128 130
m36| 4 27 33 | 31 | 35 42 46 53 57 60 64 71 | 75 81 | 8 | 92 | 96 | 103 107 | 114 118 130 134
13
0 IS IC s c S c S c S c S c s c s c s c s c S c
m37| 1 384 | 385 | 385 389 | 391 395 | 397 401 | 403 407 409 | 413 | 415 | 419 | 421 @ 425 @ 427 | 431 @ 433 | 437 | 439 | 443
m38| 2 388 | 389 | 380 395 | 395 401 | 401 407 | 407 413 413 | 419 | 419 425 | 425 | 431 431 | 437 | 437 | 443 | 443 | 449
4
0 IS IC s c S c s c S c s c s c s c s c s c S c
m39| 1 192 | 200 | 200 | 202 | 209 | 211 | 218 20 | 227 229 236 | 238 | 245 | 247 | 254 | 256 263 | 265 | 272 | 274 | 281 | 283
m40| 2 194 | 202 | 202 211 211 | 220 220 229 | 229 238 238 | 247 | 247 | 256 @ 256 | 265 | 265 | 274 | 274 283 | 283 | 292
15
0 IS IC s c S c s c S c s c s c s [§ s c s c S c
ma1| 1 265 | 289 | 289 | 295 | 295 | 301 301 307 | 317 313 313 319 | 319 | 325 | 325 | 331 | 331 | 337 | 337 343 | 343 349
ma2| 2 271 | 305 | 295 298 | 301 | 304 | 307 310 | 313 316 319 322 | 325 | 328 | 331 | 334 | 337 | 340 | 343 346 | 349 | 352
16
0 IS IC S c S c S c S c s c s c s [§ s c s c S c
ma3| 1 10 40 | 40 | 46 46 52 52 58 58 64 64 | 70 70 | 76 | 76 8 | 8 | 88 88 | 94 94 100
ma4| 2 16 = 46 | 46 | 50 52 56 58 62 64 68 70 | 74 76 | 80 | 82 8 | 88 | 92 94 | 98 100 | 104
m45| 3 20 50 50 | 52 56 58 62 64 68 70 74 | 76 80 | 82 | 8 | 88 | 92 94 | 98 100 104 106
m46| 4 2 4 52| 57 58 63 64 69 70 75 76 | 81 | 8 | 8 | 8 | 93 | 94 99 | 100 =105 106 | 111
m47| s 27 57 | 57 | el 75 79 93 97 111 115
m48| s 33 63 63 | 67 81 85 99 103
m49| 5 39 0 6 | 69 | 73 87 91 105 109
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17

(0] IS 1C S C S C S C S C S C S C S C S C S C
M83 1 30 36 36 42 42 48 48 54 54 60 60 66 66 72 72 78 78 84 84 90
M84 2 36 40 42 46 48 52 54 58 60 64 66 70 72 76 78 82 84 88 90 94
M85 3 38 40 46 48 52 54 58 60 64 66 70 72 76 78 82 84 88 90 94 96

129

O IS 1C S C S C S C S C S C S C S C
M81 1 642 690 690 | 694 694 698 698 702 702 706 706 | 710 | 710 | 714 | 714 | 718
m82 2 646 694 694 | 696 698 700 702 704 706 708 710 | 712 714 | 716 | 718 | 720

114

o IS IC S (9 S Cc S C S C S C S C S C S C S C S C
M50 1 195 219 219 | 229 231 241 243 253 255 265 267 | 277 | 279 | 289 | 291 301 303 | 313 | 315 | 325 327 337
Ms1 2 205 229 229 | 241 241 253 253 265 265 271 277 | 289 | 289 | 301 301 313 | 313 | 325 | 325 | 337 337 349
M59 3 217 241 241 | 251 253 263 265 275 277 287 289 | 299 | 301 311 313 | 323 | 325 | 335 | 337 | 347 349 359
Mé64 4 227 251 251 | 261 263 273 275 285 287 297 299 | 309 | 311 321 323 | 333 | 335 | 345 | 347 | 357 359 369

114

o S C S C S Cc S C S C S C S C S C S C
M50 1 351 361 363 | 373 375 385 387 397 399 409 411 421 | 423 | 433 | 435 | 445 | 447 | 457
Ms1 2 361 373 373 | 385 385 397 397 409 409 421 421 433 | 433 | 445 | 445 | 457 | 457 | 469
M59 3 373 383 385 | 395 397 407 409 419 421 431 433 | 443 | 445 | 455 | 457 | 467 | 469 @ 479
M64 4 383 393 395 | 405 407 417 419 429 431 441 443 | 453 | 455 | 465 | 467 | 477 | 479 @ 489

1

o IS IC S (9 S Cc S Cc
M50 2 480 504 504 | 510 521 527 538 544
MS3 1 403 427 427 | 455 455 483 483 511
M55 3 486 510 510 | 527 527 544 544 561
M57 4 513 537 537 | 549 549 561 561 573

116

o IS IC S C S C S C S Cc
M50 1 835 847 847 | 867 867 899 899 919 919 939
M59 2 888 900 900 | 909 909 930 930 939 939 948

117

o IS IC S [
M50 1 931 943 943 | 960
M59 2 948 960 960 | 969
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118

[6) IS iIc S c S c S C S c S c
mso| 1 0 12 12 | 29 92 109 144 161 161 178 178 | 195
M59| 2 17 25 25 | 37 109 | 117 193 201 | 201 209 200 217
M6o| 3 25 37 | 37 | 45 117 | 125 | 219 227 | 379 387 417 | 425

119

[6) IS Ic s c S c s c S c S c S c S c
ms2| 1 93 105 | 105 | 185 185 | 265 265 345 | 345 425 425 | 505 | 505 | 597 | 597 | 677
M57| 2 469 | 481 | 481 | 489 | 489 | 497 | 497 505 | 505 513 605 613 | 635 655 677 | 685
Me61| 3 481 | 493 | 493 | 523 | 523 | 553 553 583 | 583 613 613 643 | 643 | 685 685 | 715

120

o IS Ic s c S c s c S c S c S c S c S c S c S c
ms4| 1 33 45 | 45 | 63 63 81 125 143 143 161 227 | 245 | 285 | 303 | 303 | 321 387 | 405 | 407 | 425 | 425 | 443
Ms6| 2 61 73 73 8l 81 89 153 161 161 169 245 253 | 313 321 | 321 | 329 405 | 413 | 437 | 445 | 445 | 453
Me61| 3 69 | 81 81 | 93 93 105 161 173 173 185 253 265 | 321 | 333 | 333 | 345 | 413 | 425 | 445 457 | 457 | 469

12

[6) IS Ic ) c ) c S c
M52 3 870 | 894 | 894 900 | 900 | 906 | 906 912
M54 4 876 | 900 | 900 913 | 913 | 926 | 926 939
Mss| 1 814 | 838 | 838 858 | 858 878 | 878 898
Ms6| 5 903 | 927 | 927 933 | 933 939 | 939 945
M57| 2 858 | 882 | 882 890 | 890 898 | 898 906
Me2| 6 909 | 933 | 933 945 | 945 | 957 | 957 969

122

[§) IS IC S C S c S [ S C S C S C S C
Ms3[ 1 511 | 535 | 535 | 565 565 | 595 595 625 | 625 655 655 | 685 | 685 | 715 715 | 745
Ms4| 3 577 | 601 | 601 @ 607 @ 623 | 629 = 645 651 667 673 711 | 717 | 733 | 739 | 755 761
Ms6| 4 583 | 607 | 607 613 | 629 | 635 651 657 | 673 679 717 723 | 739 | 745 | 761 | 767
M59| 2 567 | 591 | 591 601 613 | 623 635 645 | 657 667 701 711 | 723 | 733 745 | 755
M62| 5 589 | 613 | 613 633 | 635 | 655 | 657 677 | 679 699 723 743 | 745 | 765 | 767 | 787

E3

o IS Ic s c S c s c S c S c S c S c S c s c S c
mi6| 1 249 | 261 | 261 264 = 273 | 276 285 288 | 297 300 309 | 312 | 321 | 324 | 333 | 336 | 345 | 348 | 357 360 | 369 = 372
mM17| 2 252 | 264 | 264 | 266 | 276 | 278 | 288 290 | 300 302 312 314 | 324 326 336 | 338 | 348 | 350 | 360 362 | 372 374
mis| 3 254 | 266 | 266 278 | 278 | 290 | 290 302 | 302 314 314 326 | 326 338 338 | 350 | 350 | 362 | 362 374 | 374 386
M19| 4 266 | 278 | 278 | 293 | 293 | 308 | 308 323 | 323 338 338 353 | 353 368 | 368 | 383 383 | 398 | 398 | 413 | 413 | 428
m20| 5 284 | 296 | 296 305 | 311 | 320 | 326 335 | 341 350 356 365 | 371 | 380 386 | 395 | 401 | 410 | 416 425 | 431 | 440
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E3
(0] S C S C S C S C S C
M16 1 393 396 | 405 | 408 414 419.4 425 430 435.6 441
M17 2 396 398 408 | 410 419 421.2 430 432 441 443
M18 3 398 410 | 410 | 422 421 4352 432 450 443 464
M19 4 443 458 458 | 473 475 489.5 450 508 508 526
M20 5 461 470 | 476 | 485 493 500.3 508 516 526 532
E4
(0] IS IC S Cc S C S C
Mi16 1 501 549 549 | 553 555 559 561 565
M17 2 505 553 553 | 554 559 560 565 566
Mi18 3 506 554 554 | 560 560 566 566 572
M19 4 578 626 626 | 638 638 650 650 662
M20 5 590 638 638 | 650 650 662 662 674
E5
(0] IS IC S C S C S C S C
M16 1 585 633 633 | 636 655 658 677 680 691 700.4
M17 2 588 636 636 | 638 658 660 680 682 700 702.2
M18 3 590 638 638 | 660 660 682 682 704 704 728.2
M19 4 708 756 756 | 758 764 766 772 774 774 781.6
M20 5 710 758 758 | 766 766 774 774 782 782 790.8
Schedule Month 5
1
(o) IS 1C S C S [ S C S C S C S Cc S C S C S C
M31 1 23 29 29 49 49 69 69 89 89 109 109 129 129 149 149 169 169 189 189 | 209
M32 2 43 49 49 69 69 89 89 109 109 129 129 149 149 169 169 189 189 | 209 | 209 | 229
1
(o) S C S C S [ S C S C S C
M31 1 209 229 229 | 249 249 269 269 289 289 309 309 | 329
M32 2 229 249 249 | 269 269 289 289 309 309 329 329 | 349
12
(o) IS 1C S C S [ S C S [ S C S C S C S C S C S C
M33 1 5 11 11 22 22 33 33 44 44 55 55 66 66 77 77 88 88 99 99 110 110 121
M34 2 16 22 22 24 33 35 44 46 55 57 66 68 77 79 88 90 94 101 110 112 121 123
M35 3 18 24 24 26 35 37 46 48 57 59 68 70 79 81 93 92 101 103 112 114 123 125
M36 4 22 28 26 30 37 41 48 52 55 59 66 75 76 80 87 91 98 102 109 113 125 129
13
(o) IS 1C S C S [ S C S C S C S C S C S C S C S C
M37 1 379 380 380 | 384 386 390 392 396 398 402 404 | 408 | 410 | 414 | 416 = 420 | 422 | 426 | 428 | 432 434 438
M38 2 383 384 384 | 390 390 396 396 402 402 408 408 | 414 | 414 | 420 | 420 | 426 | 426 | 432 | 432 @ 438 438 444
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14
0 IS IC S c S c S c S c S c S c S C S c S C S [
M39 1 187 | 195 | 195 197 | 204 | 206 213 215 | 222 224 231 | 233 | 240 | 242 | 249 | 251 @ 258 | 260 | 267 | 269 | 276 | 278
M40 2 189 | 197 | 197 206 | 206 | 215 215 224 | 224 233 233 242 | 242 | 251 | 251 | 260 | 260 | 269 | 269 =278 | 278 287
15
0 IS IC S [ S [ S c S c S c S c S C S C s C S [
M41 1 260 | 284 | 284 | 290 | 290 | 296 | 296 302 | 302 308 308 | 314 | 314 | 320 | 320 | 326 | 326 | 332 | 332 | 338 | 338 @ 344
M42 2 266 | 295 | 290 | 293 | 296 | 299 | 302 305 | 308 311 314 317 | 320 | 323 | 326 | 329 | 332 | 335 | 338 341 | 344 | 347
16
0 IS IC S c S c S c S c S c S c S C S C S c S [
M43 1 s 35 | 35 | 41 41 47 47 53 53 59 9 | 65 | 65 | 71 | 71 77 | 77 | 8 | 83 | 89 89 95
M44 2 11 41 4| 45 47 51 53 57 59 63 65 | 69 | 71 | 75 | 77 | 81 | 8 | 8 | 8 | 93 95 99
M45 3 15 | 45 | 45 | 47 51 53 57 59 63 65 60 | 71 75 | 77 | 81 8 | 8 8 | 93 | 95 99 101
M46 4 17 | 37 47 | s2 53 58 59 64 65 70 71 | 76 77 | 82 | 8 | 8 | 8 94 | 95 100 101 | 106
M47 5 2 52 52| s6 70 74 88 92 106 110
M48 5 28 58 | 58 | 62 76 80 94 98
M49 5 34 64 | 64 | 68 82 86 100 104
17
0 IS 1C S c S C S C S C S c S C S C S C S C
M83 1 40 | 46 | 46 | 52 52 58 58 64 64 70 70 | 76 | 76 | 82 | 82 | 88 | 88 94 | 94 | 95
M84 2 46 | 50 | 52 | 56 58 62 64 68 70 74 76 | 80 82 | 8 | 8 92 | 94 | 98 100 | 99
M85 3 48 | 50 | 56 | 58 62 64 68 70 74 76 80 | 8 | 8 | 8 | 92 | 94 | 98 100 | 104 101
129
0 IS IC S c S c s c S c s c s c s c
M81 1 642 | 690 | 690 = 694 | 694 698 | 698 702 | 702 706 706 | 710 710 | 714 | 714 | 718
M82 2 646 | 694 | 694 696 | 698 700 | 702 704 | 706 708 710 712 | 714 | 716 | 718 | 720
114
o IS iIc S C S c S c S c S C S C S C S c
mso| 1 0 24 | 24 | 34 39 49 54 64 69 79 84 | 94 | 99 | 109 114 | 124 | 129 139
Ms1| 2 10 34 34 | 46 49 61 64 76 79 91 94 | 106 109 | 121 | 124 136 | 139 151
M59| 3 2 46 | 46 | 56 61 71 76 86 91 101 106 | 116 | 121 | 131 | 136 146 | 151 = 161
Me6d| 4 32 5 | 56 | 66 71 81 86 96 101 111 116 | 126 | 131 | 141 | 146 156 | 161 171
115
o IS Ic s c S c s c s c S c
ms0| 2 316 | 340 | 340 346 | 364 370 | 388 394 | 412 418 436 | 442
Ms3| 1 264 | 288 | 288 | 316 | 316 | 344 | 344 372 | 372 400 400 | 428
M55 3 322 | 346 | 346 363 | 370 | 387 | 394 411 418 435 442 | 459
M57| 4 339 | 363 | 363 375 | 387 399 | 41l 423 | 435 447 459 | 471
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Appendix 3: Sensitivity Analysis on Production Planning and Scheduling Results

Case 1- Base Case

Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 13720.00 27000.00 27000.00 27000.00 27000.00 1 2 2 2 2
E1 2 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0
E2 3 1292.13 7000.00 7000.00 7000.00 7000.00 1 1 1 1 1
E3 4 661.63 2464.93 0.00 2173.44 1820.00 1 1 0 1 1
E4 5 0.00 1256.39 4053.26 776.05 1723.95 0 1 1 1 1
E5 6 147415 529.79 1024.50 947.57 0.00 1 1 1 1 0
E6 7 0.00 0.00 0.00 0.00 740.00 0 0 0 0 1
E7 8 2710.00 2200.00 0.00 1785.58 3801.04 1 1 0 1 1
E7 9 0.00 0.00 7949.42 8200.00 6198.96 0 0 1 1 1
E8 10 168.29 556.22 1100.00 1000.00 1000.00 1 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 0.00 17262.39 52452.26 52452.26 52452.26 0 1 2 2 2
12 1 0.00 18247.77 55446.37 55446.37 55446.37 0 1 3 3 3
13 2 0.00 0.00 17491.74 64501.43 64501.43 0 0 1 2 2
14 2 0.00 2159.07 46571.43 46571.43 46571.43 0 1 4 4] 4
15 2 0.00 12096.79 70240.50 70240.50 70240.50 0 1 2 2 2
16 3 0.00 27089.82 63222.77 63222.77 63222.77 0 1 2 2 2
17 3 447.23 19740.12 22356.00 22356.00 22356.00 1 2 2 2 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0
112 3 0.00 0.00 0.00 0.00 2209.73 0 0 0 0 1
113 3 0.00 0.00 0.00 0.00 1391.71 0 0 0 0 1
114 3 0.00 824.70 0.00 2349.49 1967.42 0 1 0 1 1
115 3 0.00 1439.17 5330.04 1020.50 2267.00 0 1 1 1 1
116 3 515.80 0.00 1270.59 1617.40 0.00 1 0 1 1 0
117 3 392.84 0.00 967.70 1231.83 0.00 1 0 1 1 0
118 3 0.00 352.01 867.12 1103.79 0.00 0 1 1 1 0
119 3 1150.00 899.16 1040.96 1325.08 0.00 1 1 1 2 0
120 3 0.00 782.89 1040.96 1325.08 0.00 0 1 1 1 0
121 3 0.00 666.44 814.03 1036.22 0.00 0 1 1 1 0
122 3 1608.00 577.89 1117.52 1033.61 0.00 1 1 1 1 0
123 4 2543.33 2064.69 7460.51 9371.43 9384.96 1 1 2 2 2
124 4 2978.13 2417.67 8735.96 10973.57 10989.42 1 1 2 2 2
125 4 3138.18 2547.60 9205.43 11563.30 11580.00 1 1 2 3 3
126 4 0.00 0.00 454.05 0.00 0.00 0 0 1 0 0
127 4 0.00 0.00 1121.10 0.00 0.00 0 0 1 0 0
128 4 0.00 0.00 740.00 0.00 0.00 0 0 1 1 0
129 4 0.00 574.58 1136.30 1033.00 1033.00 0 1 1 1 1
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Case 2- 80% Demand

Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 8320.00 21600.00 21600.00 21600.00 21600.00 1 2 2 2l 2
E1 2 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
E2 3 0.00 5492.13 5600.00 5600.00 5600.00 0 1 1 1 1
E3 4 0.00 2150.85 0.00 2089.15 1456.00 0 1 0 1 1
E4 5 0.00 0.00 3475.45 1160.74 839.26 0 0 1 1 1
E5 6 0.00 1063.44 1285.36 832.00 0.00 0 1 1 1 0
E6 7 0.00 0.00 0.00 0.00 490.00 0 0 0 0 1
E7 8 2168.00 1760.00 0.00 0.00 1210.13 1 1 0 0 1
E7 9 0.00 0.00 6348.00 8000.00 6789.87 0 0 1 1 1
E8 10 168.29 880.00 880.00 800.00 800.00 1 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 0.00 0.00 38243.30 41961.81 41961.81 0 0 2 2l 2
12 1 0.00 0.00 40426.32 44357.09 44357.09 0 0 3 3] 3
13 2 0.00 0.00 0.00 0.00 58356.12 0 0 0 o] 2
14 2 0.00 0.00 0.00 31664.04 46571.43 0 0 0 3 4
15 2 0.00 0.00 40192.99 56192.40 56192.40 0 0 1 2l 2
16 3 0.00 1800.71 50578.21 50578.21 50578.21 0 1 2 2 2
17 3 667.17 10577.78 17884.80 17884.80 17884.80 1 1 2 2l 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0l O
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 of O
112 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
113 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
114 3 0.00 0.00 0.00 2028.33 1573.94 0 0 0 1 1
115 3 0.00 0.00 4357.24 1526.37 1103.63 0 0 1 1 1
116 3 0.00 0.00 626.33 1420.14 0.00 0 0 1 1 0
117 3 0.00 0.00 477.02 1081.60 0.00 0 0 1 1 0
118 3 0.00 0.00 427 .44 969.17 0.00 0 0 1 1 0
119 3 1150.00 46.93 942.78 1163.47 0.00 1 1 1 2 O
120 3 0.00 0.00 873.45 1163.47 0.00 0 0 1 1 0
121 3 0.00 0.00 737.26 909.84 0.00 0 0 1 1 0
122 3 0.00 1160.01 1402.07 907.55 0.00 0 2 1 1 0
123 4 2034.66 1651.75 5957.58 7507.97 7507.97 1 1 2 2l 2
124 4 2382.51 1934.14 6976.08 8791.54 8791.54 1 1 2 2l 2
125 4 2510.54 2038.08 7350.98 9264.00 9264.00 1 1 2 2l 2
126 4 0.00 0.00 0.00 0.00 300.65 0 0 0 0 1
127 4 0.00 0.00 0.00 0.00 742.35 0 0 0 0 1
128 4 0.00 0.00 0.00 0.00 490.00 0 0 0 0 1
129 4 0.00 909.04 909.04 826.40 826.40 0 1 1 1 1
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Appendix 3: Sensitivity Analysis on Production Planning and Scheduling Results

Case 3-90% Demand

Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 11020.00 24300.00 24300.00 24300.00 24300.00 1 2 2 2l 2
E1 2 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
E2 3 592.13 6300.00 6300.00 6300.00 6300.00 1 1 1 1 1
E3 4 0.00 2565.93 0.00 2204.07 1638.00 0 1 0 1 1
E4 5 0.00 416.69 3975.86 754.90 1495.10 1 1 1 1 1
E5 6 743.70 839.25 1059.44 936.00 0.00 1 1 1 1 0
E6 7 0.00 0.00 0.00 0.00 615.00 0 0 0 0 1
E7 8 0.00 1980.00 0.00 800.00 2505.58 0 1 0 1 1
E7 9 2439.00 0.00 7141.50 8200.00 6494.42 1 0 1 1 1
E8 10 168.29 396.22 990.00 900.00 900.00 1 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 0.00 6771.94 47207.04 47207.04 47207.04 0 1 2 2l 2
12 1 0.00 7158.50 49901.73 49901.73 49901.73 0 1 3 3 3
13 2 0.00 0.00 0.00 37923.93 64501.43 0 0 0 1 2
14 2 0.00 0.00 16911.56 46571.43 46571.43 0 0 2 41 4
15 2 0.00 0.00 61265.14 63216.45 63216.45 0 0 2 2l 2
16 3 0.00 14445.27 56900.49 56900.49 56900.49 0 1 2 2 2
17 3 557.20 15158.95 20120.40 20120.40 20120.40 1 1 2 2l 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0l O
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 of O
112 3 0.00 0.00 0.00 0.00 547.16 0 0 0 0 1
113 3 0.00 0.00 0.00 0.00 507.36 0 0 0 0 1
114 3 218.66 0.00 0.00 2382.60 1770.68 1 0 0 1 1
115 3 0.00 334.97 5228.26 992.69 1966.06 0 1 1 1 1
116 3 0.00 0.00 1127.48 1597.65 0.00 0 0 1 1 0
117 3 0.00 0.00 858.70 1216.80 0.00 0 0 1 1 0
118 3 0.00 0.00 769.45 1090.32 0.00 0 0 1 1 0
119 3 1150.00 352.01 1048.28 1308.91 0.00 1 1 1 2 O
120 3 0.00 235.74 1048.28 1308.91 0.00 0 1 1 1 0
121 3 0.00 238.57 819.75 1023.57 0.00 0 1 1 1 0
122 3 811.23 915.46 1155.64 1020.99 0.00 1 1 1 1 0
123 4 2288.99 1858.22 6702.27 8446.47 8446.47 1 1 2 2l 2
124 4 2680.32 2175.91 7848.09 9890.48 9890.48 1 1 2 2l 2
125 4 2824.36 2292.84 8269.86 10422.00 10422.00 1 1 2 3 3
126 4 0.00 0.00 0.00 0.00 377.35 0 0 0 0 1
127 4 0.00 0.00 0.00 0.00 931.73 0 0 0 0 1
128 4 0.00 0.00 0.00 0.00 615.00 0 0 0 0 1
129 4 0.00 409.30 1022.67 929.70 929.70 0 1 1 1 1
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Appendix 3: Sensitivity Analysis on Production Planning and Scheduling Results

Case 4- 110% Demand

Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 16420.00 15140.91 15140.91 15140.91 15140.91 2 1 1 1 1
E1 2 0.00 14559.09 14559.09 14559.09 14559.09 0 1 1 1 1
E2 3 1992.13 7700.00 7700.00 7700.00 7700.00 1 1 1 1 1
E3 4 2255.81 1304.46 0.00 2269.72 2002.00 1 1 0 1 1
E4 5 0.00 1987.34 4239.41 603.13 2146.87 0 1 1 1 1
E5 6 147415 999.73 940.46 959.27 0.00 1 1 1 1 0
E6 7 0.00 0.00 0.00 0.00 865.00 0 0 0 0 1
E7 8 0.00 4145.08 0.00 2566.09 4133.82 0 1 0 1 1
E7 9 2981.00 0.00 8200.00 8200.00 5903.51 1 1 1 1 1
E8 10 168.29 716.22 1210.00 1100.00 1100.00 1 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 0.00 32845.31 56000.00 56000.00 56000.00 0 1 2 2l 2
12 1 0.00 29337.05 60991.00 60991.00 60991.00 0 2 4 41 4
13 2 0.00 0.00 61560.98 64501.43 64501.43 0 0 2 2l 2
14 2 0.00 33978.02 46571.43 46571.43 46571.43 0 3 4 41 4
15 2 0.00 26144.89 77264.54 77264.54 77264.54 0 1 2 2l 2
16 3 0.00 39734.37 69545.04 69545.04 69545.04 0 1 2 2 2
17 3 324.49 24334.06 24591.60 24591.60 24591.60 1 2 2 2l 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0l O
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 of O
112 3 0.00 0.00 0.00 935.89 2936.40 0 0 0 1 1
113 3 0.00 0.00 0.00 0.00 2276.06 0 0 0 0 1
114 3 0.00 1293.55 0.00 2453.57 2164.16 0 1 0 1 1
115 3 0.00 2400.37 5574.82 793.11 2823.14 0 1 1 1 1
116 3 0.00 1195.99 1249.10 1637.37 0.00 0 1 1 1 0
117 3 0.00 910.88 951.33 1247.04 0.00 0 1 1 1 0
118 3 0.00 816.20 852.45 1117.42 0.00 0 1 1 1 0
119 3 1380.60 1225.82 1023.35 1341.44 0.00 2 2 1 2 0
120 3 114.33 1225.82 1023.35 1341.44 0.00 1 1 1 1 0
121 3 143.63 958.59 800.26 1049.01 0.00 1 1 1 1 0
122 3 1608.00 1090.50 1025.85 1046.37 0.00 1 1 1 1 0
123 4 2797.66 4071.39 8246.93 9371.43 9420.00 1 1 2 2l 2
124 4 3275.95 4555.20 9011.32 11831.31 11030.44 1 1 2 2l 2
125 4 3452.00 4800.00 9495.60 12467.13 11623.23 1 1 2 3 3
126 4 0.00 0.00 530.74 0.00 0.00 0 0 1 0l O
127 4 0.00 0.00 1310.48 0.00 0.00 0 0 1 of O
128 4 0.00 0.00 865.00 0.00 0.00 0 0 1 1 0
129 4 0.00 739.86 1249.93 1136.30 1136.30 0 1 1 1 1
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Appendix 3: Sensitivity Analysis on Production Planning and Scheduling Results

Case 7- 90% Capacity

Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 13720.00 14245.45 14245.45 14245.45 14245.45 1 1 1 1 1
E1 2 0.00 12754.55 12754.55 12754.55 12754.55 0 1 1 1 1
E2 3 1292.13 7000.00 7000.00 7000.00 7000.00 1 1 1 1 1
E3 4 1774.12 1390.18 0.00 2135.69 1820.00 1 1 0 1 1
E4 5 0.00 1370.88 3938.77 268.24 2231.76 0 1 1 1 1
E5 6 147415 886.90 744.15 870.80 0.00 1 1 1 1 0
E6 7 0.00 0.00 0.00 0.00 740.00 0 0 0 0 1
E7 8 2710.00 2451.88 0.00 3061.96 5056.41 1 1 0 1 1
E7 9 0.00 0.00 7683.12 7683.12 4198.51 0 0 1 1 1
E8 10 168.29 556.22 1100.00 1000.00 1000.00 1 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 0.00 23719.18 50300.00 50300.00 50300.00 0 1 2 2l 2
12 1 0.00 18247.77 55446.37 55446.37 55446.37 0 1 3 3 3
13 2 0.00 0.00 31025.17 57734.71 57734.71 0 0 1 2l 2
14 2 0.00 16816.21 41685.71 41685.71 41685.71 0 2 4 41 4
15 2 0.00 12096.79 70240.50 70240.50 70240.50 0 1 2 2l 2
16 3 0.00 27089.82 63222.77 63222.77 63222.77 0 1 2 2 2
17 3 447.23 19740.12 22356.00 22356.00 22356.00 1 2 2 2l 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0l O
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 of O
112 3 0.00 0.00 0.00 0.00 2209.73 0 0 0 0 1
113 3 0.00 0.00 0.00 0.00 1391.71 0 0 0 0 1
114 3 0.00 865.51 0.00 2308.68 1967.42 0 1 0 1 1
115 3 0.00 1589.73 5179.48 352.74 2934.76 0 1 1 1 1
116 3 0.00 821.97 1095.45 1486.37 0.00 0 1 1 1 0
117 3 0.00 626.03 834.31 1132.04 0.00 0 1 1 1 0
118 3 0.00 560.96 747.59 1014.37 0.00 0 1 1 1 0
119 3 1150.00 1150.00 897.47 1217.73 0.00 1 1 1 2 O
120 3 0.00 1033.73 897.47 1217.73 0.00 0 1 1 1 0
121 3 0.00 865.54 698.88 952.27 0.00 0 1 1 1 0
122 3 1608.00 967.43 811.72 949.87 0.00 1 1 1 1 0
123 4 2543.33 2301.08 8609.08 8685.71 8685.71 1 1 2 2l 2
124 4 2978.13 2694.48 8443.30 11808.21 10170.63 1 1 2 2l 2
125 4 3138.18 2839.28 8897.05 12442.80 10717.20 1 1 2 3 3
126 4 0.00 454.05 0.00 0.00 0.00 0 1 0 0l O
127 4 0.00 1121.10 0.00 0.00 0.00 0 1 0 of O
128 4 0.00 740.00 0.00 0.00 0.00 0 1 0 0ol O
129 4 0.00 574.58 1136.30 1033.00 1033.00 0 1 1 1 1
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Appendix 3: Sensitivity Analysis on Production Planning and Scheduling Results

Case 8- 110% Capacity

Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 13720.00 27000.00 27000.00 27000.00 27000.00 1 2 2 2l 2
E1 2 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
E2 3 1292.13 7000.00 7000.00 7000.00 7000.00 1 1 1 1 1
E3 4 0.00 2778.96 0.00 2521.04 1820.00 0 1 0 1 1
E4 5 0.00 842.40 4467.25 776.05 1723.95 0 1 1 1 1
E5 6 934.11 832.25 1169.64 1040.00 0.00 1 1 1 1 0
E6 7 0.00 0.00 0.00 0.00 740.00 0 0 0 0 1
E7 8 2710.00 2200.00 0.00 6225.64 2912.73 1 1 0 1 1
E7 9 0.00 0.00 7935.00 3774.36 7087.27 0 0 1 1 1
E8 10 168.29 556.22 1100.00 1000.00 1000.00 1 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 0.00 23719.18 50300.00 50300.00 50300.00 0 1 2 2l 2
12 1 0.00 18247.77 55446.37 55446.37 55446.37 0 1 3 3 3
13 2 0.00 0.00 31025.17 57734.71 57734.71 0 0 1 2l 2
14 2 0.00 16816.21 41685.71 41685.71 41685.71 0 0 4 5/ 5
15 2 0.00 12096.79 70240.50 70240.50 70240.50 0 1 2 2l 2
16 3 0.00 27089.82 63222.77 63222.77 63222.77 0 1 2 2 2
17 3 447.23 19740.12 22356.00 22356.00 22356.00 1 2 2 2l 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0l O
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 of O
112 3 0.00 0.00 0.00 0.00 2209.73 0 0 0 0 1
113 3 0.00 0.00 0.00 0.00 1391.71 0 0 0 0 1
114 3 0.00 865.51 0.00 2308.68 1967.42 0 1 0 1 1
115 3 0.00 1589.73 5179.48 352.74 2934.76 0 1 1 1 1
116 3 0.00 821.97 1095.45 1486.37 0.00 1 0 1 1 0
117 3 0.00 626.03 834.31 1132.04 0.00 1 0 1 1 0
118 3 0.00 560.96 747.59 1014.37 0.00 0 1 1 1 0
119 3 1150.00 1150.00 897.47 1217.73 0.00 1 1 1 2 O
120 3 0.00 1033.73 897.47 1217.73 0.00 0 1 1 1 0
121 3 0.00 865.54 698.88 952.27 0.00 0 1 1 1 0
122 3 1608.00 967.43 811.72 949.87 0.00 1 1 1 1 0
123 4 2543.33 2301.08 8609.08 8685.71 8685.71 1 1 2 2l 2
124 4 2978.13 2694.48 8443.30 11808.21 10170.63 1 1 2 2l 2
125 4 3138.18 2839.28 8897.05 12442.80 10717.20 1 1 2 3 3
126 4 0.00 454.05 0.00 0.00 0.00 0 0 0 0 1
127 4 0.00 1121.10 0.00 0.00 0.00 0 0 0 0 1
128 4 0.00 740.00 0.00 0.00 0.00 0 0 0 0 1
129 4 0.00 574.58 1136.30 1033.00 1033.00 0 1 1 1 1
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Appendix 3: Sensitivity Analysis on Production Planning and Scheduling Results

Case 9- 120% Capacity

Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 13720.00 27000.00 27000.00 27000.00 27000.00 1 2 2 2l 2
E1 2 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
E2 3 1292.13 7000.00 7000.00 7000.00 7000.00 1 1 1 1 1
E3 4 0.00 2650.00 0.00 2650.00 1820.00 0 1 0 1 1
E4 5 0.00 723.65 4586.00 1112.81 1387.19 0 1 1 1 1
E5 6 181.13 1306.80 1448.07 1040.00 0.00 1 1 1 1 0
E6 7 0.00 0.00 0.00 0.00 740.00 0 0 0 0 1
E7 8 2710.00 2200.00 0.00 6810.26 2024.42 1 1 0 1 1
E7 9 0.00 0.00 7935.00 3189.74 7975.58 0 0 1 1 1
E8 10 168.29 1063.96 1100.00 1000.00 1000.00 1 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 0.00 17262.39 52452.26 52452.26 52452.26 0 1 2 2l 2
12 1 0.00 18247.77 55446.37 55446.37 55446.37 0 1 3 3 3
13 2 0.00 0.00 0.00 69251.17 77243.43 0 0 0 2 2
14 2 0.00 0.00 30330.50 55771.43 55771.43 0 0 3 5/ 5
15 2 0.00 12096.79 70240.50 70240.50 70240.50 0 1 2 2l 2
16 3 0.00 27089.82 63222.77 63222.77 63222.77 0 1 2 2 2
17 3 447.23 19740.12 22356.00 22356.00 22356.00 1 2 2 2l 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0l O
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 of O
112 3 0.00 0.00 0.00 0.00 2209.73 0 0 0 0 1
113 3 0.00 0.00 0.00 0.00 1391.71 0 0 0 0 1
114 3 0.00 309.54 0.00 2864.65 1967.42 0 1 0 1 1
115 3 0.00 738.62 6030.59 1463.35 1824.15 0 1 1 1 1
116 3 0.00 0.00 1628.62 177517 0.00 0 0 1 1 0
117 3 0.00 0.00 1240.38 1352.00 0.00 0 0 1 1 0
118 3 0.00 0.00 1111.45 1211.47 0.00 0 0 1 1 0
119 3 1150.00 476.58 1334.28 1454.34 0.00 1 1 2 2 O
120 3 0.00 360.31 1334.28 1454.34 0.00 0 1 1 1 0
121 3 0.00 497.78 881.61 1137.30 0.00 0 1 1 1 0
122 3 197.58 1425.46 1579.55 1134.43 0.00 1 1 1 1 0
123 4 2543.33 2064.69 7446.97 9384.96 9384.96 1 1 2 2l 2
124 4 2978.13 2417.67 8720.10 10989.42 10989.42 1 1 2 2l 2
125 4 3138.18 2547.60 9188.73 11580.00 11580.00 1 1 2 3 3
126 4 0.00 0.00 0.00 0.00 454.05 0 0 0 0 1
127 4 0.00 0.00 0.00 0.00 1121.10 0 0 0 0 1
128 4 0.00 0.00 0.00 0.00 740.00 0 0 0 0 1
129 4 0.00 1099.07 1136.30 1033.00 1033.00 0 1 1 1 1
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Appendix 3: Sensitivity Analysis on Production Planning and Scheduling Results

Case 10- 80% Initial Inventory

Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 16376.00 27000.00 27000.00 27000.00 27000.00 2 2 2 2l 2
E1 2 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
E2 3 2433.70 7000.00 7000.00 7000.00 7000.00 1 1 1 1 1
E3 4 868.84 1781.16 0.00 2650.00 1820.00 1 1 0 1 1
E4 5 0.00 1666.45 4594.16 0.00 2321.31 0 1 1 0 1
E5 6 1339.69 816.00 780.31 1040.00 0.00 1 1 1 1 0
E6 7 0.00 0.00 0.00 0.00 842.00 0 0 0 0 1
E7 8 0.00 0.00 0.00 1785.58 4042.13 0 0 0 1 1
E7 9 2710.00 2200.00 7949.42 8200.00 5957.87 1 1 1 1 1
E8 10 134.63 764.98 1100.00 1000.00 1000.00 1 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 0.00 34790.82 52452.26 52452.26 52452.26 0 2 2 2l 2
12 1 0.00 36776.76 55446.37 55446.37 55446.37 0 2 3 3 3
13 2 0.00 11829.87 64501.43 64501.43 64501.43 0 1 2 2l 2
14 2 0.00 37422.29 46571.43 46571.43 46571.43 0 4 4 41 4
15 2 0.00 37773.63 70240.50 70240.50 70240.50 0 1 2 2l 2
16 3 0.00 46960.96 63222.77 63222.77 63222.77 0 2 2 2 2
17 3 2736.28 22356.00 22356.00 22356.00 22356.00 1 2 2 2l 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0l O
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 of O
112 3 0.00 0.00 1015.67 1100.93 2976.31 0 0 1 1 1
113 3 0.00 0.00 0.00 621.51 2260.57 0 0 0 1 1
114 3 0.00 820.56 0.00 2864.65 1967.42 0 1 0 1 1
115 3 0.00 2020.99 6041.32 0.00 3052.53 0 1 1 0 1
116 3 0.00 1101.99 1578.21 1400.16 0.00 0 1 1 1 0
117 3 0.00 839.29 1201.99 1066.38 0.00 0 1 1 1 0
118 3 0.00 752.05 1077.05 955.54 0.00 0 1 1 1 0
119 3 957.54 1246.55 989.79 1450.29 0.00 1 2 1 2 O
120 3 0.00 1191.08 1292.97 1147.11 0.00 0 1 1 1 0
121 3 0.00 974.80 774.01 1134.13 0.00 0 1 1 1 0
122 3 1461.34 890.09 851.16 1134.43 0.00 1 1 1 1 0
123 4 2543.33 2064.69 7460.51 9371.43 9384.96 1 1 2 2l 2
124 4 2978.13 2417.67 8735.96 10973.57 10989.42 1 1 2 2l 2
125 4 3138.18 2547.60 9205.43 11563.30 11580.00 1 1 2 3 3
126 4 0.00 0.00 516.63 0.00 0.00 0 0 1 0l O
127 4 0.00 0.00 1275.63 0.00 0.00 0 0 1 of O
128 4 0.00 0.00 842.00 0.00 0.00 0 0 1 1 0
129 4 0.00 790.22 1136.30 1033.00 1033.00 0 1 1 1 1
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Appendix 3: Sensitivity Analysis on Production Planning and Scheduling Results

Case 11- 90% Initial Inventory

Production Quantity of Finished Goods Number of Setups
Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 15048.00 27000.00 27000.00 27000.00 27000.00 1 2 2 2l 2
E1 2 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
E2 3 1862.92 7000.00 7000.00 7000.00 7000.00 1 1 1 1 1
E3 4 697.20 1952.80 0.00 2650.00 1820.00 1 1 0 1 1
E4 5 0.00 1202.46 4577.76 0.00 2415.57 0 2 1 of 1
E5 6 147415 674.14 787.71 1040.00 0.00 1 1 1 1 0
E6 7 0.00 0.00 0.00 0.00 791.00 0 0 0 of 1
E7 8 2710.00 2200.00 0.00 5641.03 3907.16 1 1 0 1 1
E7 9 0.00 0.00 8200.00 4108.40 6078.42 0 0 1 1 1
E8 10 151.46 660.60 1100.00 1000.00 1000.00 1 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 0.00 26026.61 52452.26 52452.26 52452.26 0 1 2 2l 2
12 1 0.00 27512.27 55446.37 55446.37 55446.37 0 2 3 3] 3
13 2 0.00 0.00 46911.52 64501.43 64501.43 0 0 1 2l 2
14 2 0.00 19790.68 46571.43 46571.43 46571.43 0 2 4 41 4
15 2 0.00 24935.21 70240.50 70240.50 70240.50 0 1 2 2l 2
16 3 0.00 37025.39 63222.77 63222.77 63222.77 0 1 2 2 2
17 3 451.26 22188.55 22356.00 22356.00 22356.00 1 2 2 2l 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0l O
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 of O
112 3 0.00 0.00 0.00 659.59 2991.73 0 0 0 1 1
113 3 0.00 0.00 0.00 0.00 2136.89 0 0 0 of 1
114 3 0.00 565.05 0.00 2864.65 1967.42 1 1 0 1 1
115 3 0.00 1389.55 6019.75 0.00 3176.47 0 1 1 of 1
116 3 0.00 761.81 1394.90 1585.36 0.00 0 1 1 1 0
117 3 0.00 580.21 1062.38 1207.43 0.00 0 1 1 1 0
118 3 0.00 519.90 951.95 1081.93 0.00 0 1 1 1 0
119 3 1077.24 1010.82 991.34 1450.29 0.00 1 1 1 2 O
120 3 0.00 948.41 1142.80 1298.83 0.00 0 1 1 1 0
121 3 0.00 790.46 775.23 1134.13 0.00 0 1 1 1 0
122 3 1608.00 735.35 859.23 1134.43 0.00 1 1 1 1 0
123 4 2543.33 2064.69 8502.34 8343.13 9371.43 1 1 2 2l 2
124 4 2978.13 2417.67 9011.32 10714.05 10973.57 1 1 2 2l 2
125 4 3138.18 2547.60 9495.60 11289.83 11563.30 1 1 2 3 3
126 4 0.00 0.00 0.00 485.34 0.00 0 0 0 1 0
127 4 0.00 0.00 0.00 1198.37 0.00 0 0 0 1 0
128 4 0.00 0.00 0.00 791.00 0.00 0 0 0 1 1
129 4 0.00 682.40 1136.30 1033.00 1033.00 0 1 1 1 1
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Appendix 3: Sensitivity Analysis on Production Planning and Scheduling Results

Case 12- 110% Initial Inventory

Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 12392.00 27000.00 27000.00 27000.00 27000.00 1 2 2 2l 2
E1 2 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
E2 3 721.34 7000.00 7000.00 7000.00 7000.00 1 1 1 1 1
E3 4 275.92 3093.60 0.00 1930.48 1820.00 1 1 0 1 1
E4 5 0.00 1986.12 2937.40 1089.38 1410.62 0 1 1 1 1
E5 6 147415 0.00 1528.26 973.59 0.00 1 0 1 1 0
E6 7 0.00 0.00 0.00 0.00 689.00 0 0 0 1 1
E7 8 2710.00 2200.00 0.00 1801.37 3666.07 1 1 0 1 1
E7 9 0.00 0.00 8200.00 7948.05 6319.51 0 0 1 1 1
E8 10 185.12 451.85 1100.00 1000.00 1000.00 1 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 0.00 8498.18 52452.26 52452.26 52452.26 0 1 2 2l 2
12 1 0.00 8983.28 55446.37 55446.37 55446.37 0 1 3 3 3
13 2 0.00 0.00 0.00 52573.39 64501.43 0 0 0 2 2
14 2 0.00 0.00 31098.89 46571.43 46571.43 0 0 3 41 4
15 2 0.00 0.00 69498.86 70240.50 70240.50 0 0 2 2l 2
16 3 0.00 17154.25 63222.77 63222.77 63222.77 0 1 2 2 2
17 3 447.23 17287.65 22356.00 22356.00 22356.00 1 2 2 2l 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0l O
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 of O
112 3 0.00 0.00 0.00 0.00 768.14 0 0 0 0 1
113 3 0.00 0.00 0.00 0.00 646.53 0 0 0 0 1
114 3 0.00 831.83 0.00 2086.85 1967.42 0 1 0 1 1
115 3 0.00 2377.47 3862.68 1432.54 1854.96 0 1 1 1 1
116 3 0.00 0.00 1403.69 1661.82 0.00 0 1 1 1 0
117 3 0.00 0.00 1069.07 1265.66 0.00 0 0 1 1 0
118 3 0.00 0.00 957.95 1134.11 0.00 0 1 1 1 0
119 3 1150.00 639.24 1150.00 1361.47 0.00 1 1 1 2 O
120 3 0.00 396.34 1150.00 1361.47 0.00 0 1 1 1 0
121 3 0.00 560.74 889.72 883.09 0.00 0 1 1 1 0
122 3 1608.00 0.00 1667.03 1061.99 0.00 1 0 1 1 0
123 4 2543.33 2064.69 8369.74 8475.73 9371.43 1 1 2 2l 2
124 4 2978.13 2417.67 9011.32 10714.05 10973.57 1 1 2 2l 2
125 4 3138.18 2547.60 9495.60 11289.83 11563.30 1 1 2 3 3
126 4 0.00 0.00 0.00 422.75 0.00 0 0 0 1 1
127 4 0.00 0.00 0.00 1043.84 0.00 0 0 0 1 1
128 4 0.00 0.00 0.00 689.00 0.00 0 0 0 1 1
129 4 0.00 466.76 1136.30 1033.00 1033.00 0 1 1 1 1
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Appendix 3: Sensitivity Analysis on Production Planning and Scheduling Results

Case 13- 120% Initial Inventory

Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 11064.00 27000.00 27000.00 27000.00 27000.00 1 2 2 2l 2
E1 2 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
E2 3 150.56 7000.00 7000.00 7000.00 7000.00 1 1 1 1 1
E3 4 228.24 2608.14 0.00 2463.62 1820.00 1 1 0 1 1
E4 5 0.00 2727.35 2957.85 254.89 1097.28 0 1 1 1 1
E5 6 147415 0.00 1519.03 982.82 0.00 1 0 1 1 0
E6 7 0.00 0.00 0.00 0.00 638.00 0 0 0 1 1
E7 8 2710.00 2200.00 0.00 1801.37 3545.52 1 1 0 1 1
E7 9 0.00 0.00 8200.00 7948.05 6440.05 0 0 1 1 1
E8 10 201.94 347.47 1100.00 1000.00 1000.00 1 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 0.00 0.00 52186.23 52452.26 52452.26 0 0 2 2l 2
12 1 0.00 0.00 55165.15 55446.37 55446.37 0 0 3 3] 3
13 2 0.00 0.00 0.00 23153.62 64501.43 0 0 0 1 2
14 2 0.00 0.00 13467.28 46571.43 46571.43 0 0 2 41 4
15 2 0.00 0.00 56660.44 70240.50 70240.50 0 0 2 2l 2
16 3 0.00 7218.68 63222.77 63222.77 63222.77 0 1 2 2 2
17 3 431.37 14851.05 22356.00 22356.00 22356.00 1 1 2 2l 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0l O
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 of O
112 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
113 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
114 3 0.00 0.00 0.00 2663.17 1967.42 0 0 0 1 1
115 3 0.00 3330.89 3889.57 335.19 1442.93 0 1 1 1 1
116 3 0.00 0.00 1049.65 1677.58 0.00 0 0 1 1 0
117 3 0.00 0.00 799.43 1277.67 0.00 0 0 1 1 0
118 3 0.00 0.00 716.33 1144.86 0.00 0 0 1 1 0
119 3 1436.32 230.94 1144.58 1374.38 0.00 2 1 1 2 O
120 3 0.00 147.74 1144.58 1374.38 0.00 0 1 1 1 0
121 3 0.00 180.60 895.06 1074.77 0.00 0 1 1 1 0
122 3 1608.00 0.00 1656.96 1072.06 0.00 1 0 1 1 0
123 4 2543.33 2064.69 8303.44 8542.03 9371.43 1 1 2 2l 2
124 4 2978.13 2417.67 9011.32 10714.05 10973.57 1 1 2 2l 2
125 4 3138.18 2547.60 9495.60 11289.83 11563.30 1 1 2 3 3
126 4 0.00 0.00 0.00 391.46 0.00 0 0 0 1 1
127 4 0.00 0.00 0.00 966.57 0.00 0 0 0 1 1
128 4 0.00 0.00 0.00 638.00 0.00 0 0 0 1 1
129 4 0.00 358.93 1136.30 1033.00 1033.00 0 1 1 1 1
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Appendix 3: Sensitivity Analysis on Production Planning and Scheduling Results

Case 14- Setup to Inventory Cost Ratio- 25
Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 11064.00 27000.00 27000.00 27000.00 27000.00 1 2 2 2l 2
E1 2 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
E2 3 150.56 7000.00 7000.00 7000.00 7000.00 1 1 1 1 1
E3 4 2650.00 0.00 0.00 2650.00 1820.00 1 0 0 1 1
E4 5 0.00 1362.34 4577.76 0.00 1097.28 0 1 1 0 1
E5 6 0.00 2148.29 787.71 1040.00 0.00 0 1 1 1 0
E6 7 0.00 0.00 0.00 0.00 638.00 0 0 0 0 1
E7 8 2710.00 2200.00 0.00 5641.03 3559.95 1 1 0 1 1
E7 9 0.00 0.00 8200.00 4093.97 6440.05 0 0 1 1 1
E8 10 0.00 549.41 1100.00 1000.00 1000.00 0 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 0.00 0.00 52186.23 52452.26 52452.26 0 0 2 2l 2
12 1 0.00 0.00 55165.15 55446.37 55446.37 0 0 3 3] 3
13 2 0.00 0.00 0.00 23659.73 63995.31 0 0 0 1 2
14 2 0.00 0.00 23054.14 37350.00 46206.00 0 0 2 3] 4
15 2 0.00 0.00 95141.43 51000.00 51000.00 0 0 2 1 1
16 3 0.00 7218.68 63222.77 63222.77 63222.77 0 1 2 2 2
17 3 510.93 14771.49 22356.00 22356.00 22356.00 1 1 2 2l 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0l O
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 of O
112 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
113 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
114 3 0.00 0.00 0.00 2663.17 1967.42 0 0 0 1 1
115 3 1535.90 0.00 6019.75 0.00 1442.93 1 0 1 0 1
116 3 0.00 0.00 2727.23 0.00 0.00 0 0 1 0of O
117 3 0.00 0.00 2077.10 0.00 0.00 0 0 1 0l O
118 3 0.00 0.00 1861.20 0.00 0.00 0 0 1 0l O
119 3 0.00 1744.60 991.34 1450.29 0.00 0 2 1 2 O
120 3 0.00 225.07 2441.63 0.00 0.00 0 1 1 0ol O
121 3 0.00 241.07 775.23 1134.13 0.00 0 1 1 1 0
122 3 0.00 2343.35 859.23 1134.43 0.00 0 2 1 1 0
123 4 2543.33 2064.69 8289.91 8542.03 9384.96 1 1 2 2l 2
124 4 2978.13 2417.67 9011.32 10698.20 10989.42 1 1 2 2l 2
125 4 3138.18 2547.60 9495.60 11273.13 11580.00 1 1 2 3 3
126 4 0.00 0.00 0.00 391.46 0.00 0 0 0 1 1
127 4 0.00 0.00 0.00 966.57 0.00 0 0 0 1 1
128 4 0.00 0.00 0.00 638.00 0.00 0 0 0 1 0
129 4 0.00 358.93 1136.30 1033.00 1033.00 0 1 1 1 1
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Appendix 3: Sensitivity Analysis on Production Planning and Scheduling Results

Case 15- Setup to Inventory Cost Ratio- 50
Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 11064.00 27000.00 27000.00 27000.00 27000.00 1 2 2 2l 2
E1 2 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
E2 3 150.56 7000.00 7000.00 7000.00 7000.00 1 1 1 1 1
E3 4 2650.00 0.00 0.00 2650.00 1820.00 1 0 0 1 1
E4 5 0.00 2319.50 3620.60 0.00 1097.28 0 1 1 0 1
E5 6 0.00 1716.17 1219.83 1040.00 0.00 0 1 1 1 0
E6 7 0.00 0.00 0.00 0.00 638.00 0 0 0 0 1
E7 8 0.00 0.00 0.00 1800.00 3559.95 0 0 0 1 1
E7 9 4910.00 0.00 7935.00 8200.00 6440.05 1 0 1 1 1
E8 10 0.00 549.41 1100.00 1000.00 1000.00 0 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 19810.76 34320.00 34320.00 34320.00 34320.00 1 1 1 1 1
12 1 0.00 0.00 55165.15 55446.37 55446.37 0 0 3 3] 3
13 2 0.00 0.00 0.00 23659.73 63995.31 0 0 0 1 2
14 2 0.00 0.00 23054.14 37350.00 46206.00 0 0 2 3] 4
15 2 0.00 0.00 95141.43 51000.00 51000.00 0 0 2 1 1
16 3 0.00 7218.68 63222.77 63222.77 63222.77 0 1 2 2 2
17 3 0.00 15282.42 22356.00 22356.00 22356.00 0 1 2 2l 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0l O
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 of O
112 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
113 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
114 3 0.00 0.00 0.00 4630.59 0.00 0 0 0 1 0
115 3 0.00 2794.57 4761.08 0.00 1442.93 0 1 1 0 1
116 3 0.00 2727.23 0.00 0.00 0.00 0 1 0 0of O
117 3 0.00 2077.10 0.00 0.00 0.00 0 1 0 0ol O
118 3 0.00 1861.20 0.00 0.00 0.00 0 1 0 0l O
119 3 1150.00 504.05 1081.89 1450.29 0.00 1 1 1 2 O
120 3 0.00 414.45 2252.26 0.00 0.00 0 1 1 0ol O
121 3 0.00 170.27 846.04 1134.13 0.00 0 1 1 1 0
122 3 0.00 1872.00 1330.59 1134.43 0.00 0 1 1 1 0
123 4 4608.02 0.00 7446.97 9384.96 9384.96 1 0 2 2 2
124 4 5395.81 0.00 8720.10 10989.42 10989.42 1 0 2 2l 2
125 4 5685.78 0.00 9188.73 11580.00 11580.00 2 0 3 3] 3
126 4 0.00 0.00 391.46 0.00 0.00 0 0 1 0f O
127 4 0.00 0.00 966.57 0.00 0.00 0 0 1 of O
128 4 0.00 0.00 638.00 0.00 0.00 0 0 1 0of O
129 4 0.00 358.93 1136.30 1033.00 1033.00 0 1 1 1 1
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Appendix 3: Sensitivity Analysis on Production Planning and Scheduling Results

Case 16- Setup to Inventory Cost Ratio- 0.1
Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 11064.00 27000.00 27000.00 27000.00 27000.00 1 2 2 2l 2
E1 2 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
E2 3 150.56 7000.00 7000.00 7000.00 7000.00 1 1 1 1 1
E3 4 566.27 2909.21 0.00 1824.52 1820.00 1 1 0 1 1
E4 5 0.00 876.21 3661.17 1402.72 1097.28 0 1 1 1 1
E5 6 147415 395.17 1201.51 905.17 0.00 1 1 1 1 0
E6 7 0.00 0.00 0.00 0.00 638.00 0 0 0 0 1
E7 8 2710.00 2200.00 0.00 5641.03 3545.52 1 1 0 1 1
E7 9 0.00 0.00 7963.85 4344.55 6440.05 0 0 1 1 1
E8 10 201.94 347.47 1100.00 1000.00 1000.00 1 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 0.00 0.00 52186.23 52452.26 52452.26 0 0 2 2l 2
12 1 0.00 0.00 55165.15 55446.37 55446.37 0 0 3 3] 3
13 2 0.00 0.00 0.00 23153.62 64501.43 0 0 0 1 2
14 2 0.00 0.00 13467.28 46571.43 46571.43 0 0 2 41 4
15 2 0.00 0.00 56660.44 70240.50 70240.50 0 0 2 2l 2
16 3 0.00 7218.68 63222.77 63222.77 63222.77 0 1 2 2 2
17 3 431.37 14851.05 22356.00 22356.00 22356.00 1 1 2 2l 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0l O
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 of O
112 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
113 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
114 3 0.00 690.86 0.00 1972.30 1967.42 0 1 0 1 1
115 3 0.00 896.64 4814.44 1844.57 1442.93 0 1 1 1 1
116 3 0.00 0.00 1182.19 1545.04 0.00 0 0 1 1 0
117 3 0.00 0.00 900.37 1176.72 0.00 0 0 1 1 0
118 3 0.00 0.00 806.79 1054.41 0.00 0 0 1 1 0
119 3 1436.32 406.06 1078.05 1265.80 0.00 2 1 1 2 O
120 3 0.00 322.86 1078.05 1265.80 0.00 0 1 1 1 0
121 3 0.00 317.54 843.03 989.86 0.00 0 1 1 1 0
122 3 1608.00 431.05 1310.61 987.36 0.00 1 1 1 1 0
123 4 2543.33 2064.69 7474.04 9371.43 9371.43 1 1 2 2l 2
124 4 2978.13 2417.67 8751.81 10973.57 10973.57 1 1 2 2l 2
125 4 3138.18 2547.60 9222.13 11563.30 11563.30 1 1 2 3 3
126 4 0.00 0.00 391.46 0.00 0.00 0 0 1 0l O
127 4 0.00 0.00 966.57 0.00 0.00 0 0 1 0of O
128 4 0.00 0.00 638.00 0.00 0.00 0 0 1 1 1
129 4 0.00 358.93 1136.30 1033.00 1033.00 0 1 1 1 1

193



Appendix 3: Sensitivity Analysis on Production Planning and Scheduling Results

Case 17- Setup to Inventory Cost Ratio- 0.5
Production Quantity of Finished Goods

Number of Setups

Time Period Time Period
Product Plant 1 2 3 4 5 1 2 3 4 5
E1 1 11064.00 27000.00 27000.00 27000.00 27000.00 1 2 2 2l 2
E1 2 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
E2 3 150.56 7000.00 7000.00 7000.00 7000.00 1 1 1 1 1
E3 4 566.27 3104.80 0.00 1628.93 1820.00 1 1 0 1 1
E4 5 0.00 1452.88 3084.50 1402.72 1097.28 0 1 1 1 1
E5 6 147415 0.00 1461.85 1040.00 0.00 1 1 1 1 0
E6 7 0.00 0.00 0.00 0.00 638.00 0 0 0 1 1
E7 8 2710.00 2200.00 0.00 1801.37 3545.52 1 1 0 1 1
E7 9 0.00 0.00 8200.00 7948.05 6440.05 0 0 1 1 1
E8 10 201.94 347.47 1100.00 1000.00 1000.00 1 1 1 1 1
Production Quantity of Intermediate Goods
Production Quantity of Intermediate Products Number of Setups
Time Period Time Period

Product Plant 1 2 3 4 5 1 2 3 4 5
1 1 0.00 0.00 52186.23 52452.26 52452.26 0 0 2 2l 2
12 1 0.00 0.00 55165.15 55446.37 55446.37 0 0 3 3] 3
13 2 0.00 0.00 0.00 23153.62 64501.43 0 0 0 1 2
14 2 0.00 0.00 13467.28 46571.43 46571.43 0 0 2 41 4
15 2 0.00 0.00 56660.44 70240.50 70240.50 0 0 2 2l 2
16 3 0.00 7218.68 63222.77 63222.77 63222.77 0 1 2 2 2
17 3 431.37 14851.05 22356.00 22356.00 22356.00 1 1 2 2l 2
18 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
19 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
110 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0l O
111 3 0.00 0.00 0.00 0.00 0.00 0 0 0 of O
112 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0of O
113 3 0.00 0.00 0.00 0.00 0.00 0 0 0 0ol O
114 3 0.00 902.30 0.00 1760.87 1967.42 0 1 0 1 1
115 3 0.00 1654.96 4056.12 1844.57 1442.93 0 1 1 1 1
116 3 0.00 0.00 1182.19 1545.04 0.00 0 0 1 1 0
117 3 0.00 0.00 900.37 1176.72 0.00 0 0 1 1 0
118 3 0.00 0.00 806.79 1054.41 0.00 0 0 1 1 0
119 3 1436.32 351.51 1132.60 1265.80 0.00 2 1 1 2 O
120 3 0.00 268.30 1132.60 1265.80 0.00 0 1 1 1 0
121 3 0.00 274.88 885.69 989.86 0.00 0 1 1 1 0
122 3 1608.00 0.00 1594.59 1134.43 0.00 1 0 1 1 0
123 4 2543.33 2064.69 8303.44 8542.03 9371.43 1 1 2 2l 2
124 4 2978.13 2417.67 9011.32 10714.05 10973.57 1 1 2 2l 2
125 4 3138.18 2547.60 9495.60 11289.83 11563.30 1 1 2 3 3
126 4 0.00 0.00 0.00 391.46 0.00 0 0 0 1 1
127 4 0.00 0.00 0.00 966.57 0.00 0 0 0 1 1
128 4 0.00 0.00 0.00 638.00 0.00 0 0 0 1 1
129 4 0.00 358.93 1136.30 1033.00 1033.00 0 1 1 1 1

194



	a1a.pdf
	appendix1_PANELA

	a2e.pdf
	panel_E_final

	a3.pdf
	a3




