
Abstract—Supply  chain  management  is  a  core business 
process and is today considered the focus of competitive analy-
sis. Business enterprises are data overloaded and, hence, using 
data mining techniques to transform the vast amount of data 
into meaningful  information can be extremely beneficial.  We 
will present a data mining approach for inventory forecasting 
and planning a Bill Of Materials in a highly competitive envi-
ronment such as an Italian car racing team. By exploiting clus-
tering algorithms and by using statistical techniques to identify 
the optimal number of clusters this work presents a method to 
optimally cluster a multi-year dataset containing the products 
used in car revision after each rally competition during a three-
year period. The Bill Of Materials was used as input for the 
Material Requirements Planning.

I. INTRODUCTION

UPPLY chain management (SCM) has become a central 

aspect  in  modern  manufacturing.  In  [1]  the  author 

defines  SCM  as  “the  management  of  upstream  and 

downstream relationships  with suppliers  and  customers  to 

deliver  superior  customer value  at  less cost  to the supply 

chain as a whole”. One of the key aspects is minimizing cost 

without reducing quality and assuring in time delivery of the 

products.   SCM  has  to  optimize  several  activities  from 

obtaining raw materials to the delivery of the final product 

to the customers [2].  

S

The difficulty of decision making in this fields arises from 

the globalization of competition in a fast changeable market 

with changing  customer  demand.  In  the meanwhile  a  fast 

growing  amount  of  information  is  collected  at  different 

stages  in  the  SCM  and,  hence,  a  semi-automatic  and 

integrated approach is becoming more and more necessary. 

In this scenario data-mining tools and techniques can offer a 

valuable  instrument  to  transforming  vast  amounts  of  data 

into meaningful information. Several reviews are present in 

literature  that  survey  the  state  of  the  art  of  data-mining 

application in SCM such as [3-6]. 

In a recent study [7] the authors go even further by asserting 
that there is a  “significant need for research on universal 
data integration and data storage concepts for data mining in 
manufacturing to generate versatile pre-configured and truly 
process-centric data mining applications that can be adapted 

to heterogeneous manufacturing environments and different 
branches”. 

In  this  scenario  inventory  management,  or  rather  the 

organization  that  leads  to  the  availability  of  items  to  the 

costumers, is considered one of the most important segments 

of SCM and must be performed in difficult conditions due to 

the increased fluctuation in demand, lead time, difficulties in 

choosing  the  best  production  scheduling  and  the  demand 

information distortion due to the bullwhip effect [8]. In this 

segment of SCM, data mining has been exploited to improve 

performance also. 

In  [9]  data  mining  techniques  have  been  applied  for 

supply chain inventory forecasting. In particular, their work 

focuses on out of stock prediction of spare parts inventories 

in different store locations. They use clustering algorithms 

for grouping together different stores that exhibit a similar 

aggregate sale patter, then algorithms such as decision trees 

and neural networks are used to build a more accurate out of 

stock forecasting model.  

Similarly, in [10] the authors used data mining techniques 

in two case studies. In particular, by applying a Multi Layer 

Perceptron  (MLP)  and  a  Time  Delay  Neural  Network 

(TDNN)  the  authors  developed  a  data  mining  model, 

obtaining a 50% reduction of the inventory cost of drugs in a 

large medical distribution company. 

In  [11] the authors  present an algorithm for  finding the 

minimum weighted symmetric difference between two Bill 

Of Materials (BOM) trees. The comparison result is used as 

a distance metric for a clustering algorithm in order to group 

different BOMs into families of products. 

This  work  will  present  a  data  mining  approach  for 

clustering  the  product  used  in  the  revision  process 

performed  after  each  car  racing  competition  by a  leading 

Italian  team.  The  engine  revision  after  each  competition 

requires  a  careful  planning  of  component  supply.  The 

mechanical  pieces  are in some cases  expensive since they 

are  built  with  special  requirements  in  order  to  maximize 

performance  at  the  expense  of  their  duration.  Moreover, 

their life span is short due to the varying car regulations as 

well as to the frequent design and production of new engines 
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with increased performance in order to maximize winning 

probabilities. 

I. Beside the major driving force of competing for winning 

that  requires  the  highest  level  of  quality  there  is  the 

necessity to reduce cost and expenses in order to maximize 

profit.  In  this  highly  competitive  environment  the  only 

possibility for the two opposite driving forces to coexist is 

by reducing cost through reducing inefficiency, without any 

loss  in  quality.  In  this  scenario  this  work  reports  on 

experiments with a hierarchical clustering algorithm whose 

performance in terms of classification results are maximized 

by means of the Marriott statistical criterion that is able to 

give an indication of the adequacy of the clustering process. 

By experimenting with different  algorithm parameters  and 

by finding  the optimal  number  of  clusters  for  the chosen 

parameter,  it is possible to obtain an optimal clustering of 

the  components  that  are  particularly  significant  in  the 

revision process and allows us to obtain a BOM that can be 

used  as  input  for  the  Material  Requirements  Planning 

(MRP). 

This work  is organized  as  follows:  section 2 presents  the 

data  mining  tool  used  and  in  particular  the  hierarchical 

clustering  algorithm  and  the  parameters  that  affect  its 

performance,  together  with   the  Marriot  criterion  used  to 

find  the  optimal  number  of  classes  that  leads  to  the  best 

clustering; section 3 presents the case study while section 4 

draws some conclusions and highlights future work.

II.THE CLUSTERING ALGORITHM

Data  mining  is  a  well-established  discipline  that 

encompass  knowledge  from  various  disciplines  ranging 

from artificial intelligence to statistics. It  is a process that 

allows  us  to  extract  useful  information  and  patterns  from 

large amounts of raw data. According to [12] a data mining 

process consists of the following phases:

- Goal definition.

- Selection, organization and pre-treatment of data.

- Exploratory  data  analysis  and  eventual 

transformation.

- Design and choice of the analysis process and tools.

- Data elaboration and analysis.

- Evaluation and model comparison with a final choice 

for the best model.

- Results  interpretation  and  usage  in  the  decision 

process.

Among the  data  analysis  method,  clustering  techniques 

have been widely adopted in many fields such as knowledge 

discovery from text [13] where the authors used K-means to 

cluster  sets  of  documents  and  extract  meaningful 

associations among the biological entities characterizing the 

associated classes. In  [14] the authors designed  a parallel 

version of a variant of a Self Organizing Map (SOM) and 

deployed and tested it on a grid or cloud [15] infrastructure. 

The input noise robustness of the SOM algorithm on sparse 

dataset was also evaluated in [16]. A strategy for choosing 

the optimal number of clusters was designed in [17]. 

For  a  survey  on  clustering  algorithms,  the  reader  can 

reference [18] where the reader can find information on the 

different type of algorithms and techniques that can be used 

for clustering. According to [19] cluster analysis is the “task 

of organizing a set of objects into meaningful groups. The 

groups  can  be disjoint,  overlapping  or  organized  in  some 

hierarchical  fashion”.  What “meaningful” means is usually 

application dependent. Usually “meaningful” means groups 

with  a  maximized  similarity  between  the  objects  of  each 

group and a minimized similarity between pairs of objects 

belonging  to  different  groups.  The  measure  of  similarity 

varies from one algorithm to  another. 

Clustering algorithms can be classified on the basis of:

1. The  underlying  methodology:  partitional  or 

agglomerative.

2. The  structure  of  the  final  solution: 

hierarchical or nonhierarchical.

3. The characteristics of the space in which they 

operate: the features or the similarity.

4. The type of cluster they discover: globular or 

transitive. 

Partitional clustering algorithms start either with a cluster 
containing all the elements and find subsequent clusters by a 
sequence of repeated bisections or with a set of k clusters 
that  are  refined  by  the  process.  The  process  iteratively 
searches for the best division according to a specific division 
rule that usually tries to maximize differences among groups 
and  minimize  the  differences  inside  the  elements  of  the 
group.  The number of clusters is usually determined by the 
user  a  priori  but  it  can  also  be  automatically  derived. 
Partitioning  algorithms  can  be  viewed  as  optimizing 
algorithms  that  aims  at  optimizing  at  each  iteration  an 
objective function usually given by a combination of intra-
cluster similarity and inter-cluster dissimilarity.

Agglomerative algorithms start with a number of clusters 
equal to the number of elements to cluster; at each iteration 
two clusters  are  merged  according  to  a  defined  criterion, 
until a stopping condition is met. The objective function is 
optimized  at  each  iteration  by  looking  at  all  the  possible 
pairs of clusters, leading to a locally optimized solution. In  
this  way  the  algorithm  iteratively  finds  the  two  closest 
elements,  joins  them by computing the center  of  the new 
cluster  and  iteratively  proceeds  until  all  the  elements  are 
joined in one class.  

Hierarchical  clustering  constructs  a  tree-like  partition. 
With this method the elements that are merged or divided 
will  remain  merged  or  divided  until  the  end  of  the 
classification process. Hierarchical clustering algorithms can 
be agglomerative or divisive. 

The  clustering  algorithm  can  operate  on  the  object’s 
feature space or on a derived similarity space. The similarity 
space  representation  is  usually  obtained  by  computing  a 
similarity measure  between all  the pairs  of  objects  on the 
basis of their features. 

What differentiates globular and transitive clusters is the 
relationship between the cluster’s object and the dimension 
of the feature space: 
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- For globular clusters there is a subset of the original 
space  dimension  (a  subspace,  or  a  fraction  of  the 
features  used  for  clustering)  in  which  a  large 
percentage  of  the  objects  belonging  to  the  same 
cluster agree (this is a typical problem in document 
classification).

- For  transitive  clusters  it  is  also  possible  to  find  a 
subspace of  the features  used for  clustering,  but  in 
this  case  the  elements  of  the  cluster  share  a  very 
small number of features. However, it is possible to 
find “a strong path” or a sequence of subspaces that 
links A and B in which each pair of clusters in the 
chain shares many features of the subspace.

In this work we have used a hierarchical agglomerative 
clustering  algorithm.  According  to  [20]  the  main 
parameters of this type of algorithm are the following: 

- The measure of proximity or distance used to find the 
closest  pair  of  elements  or  clusters.  Among  the 
different  types  of  distance  we  may  recall  the 
Euclidean distance, the cosine distance, the city block 
distance and so on. 

- The method used  to  compute  the  distance  between 
the new formed cluster and the other elements such 
as: 

o Single  linkage  is  based  on  the  shortest 

distance  among the  elements  of  the  group 
and the other units.

o Complete  linkage  is  based  on  the  furthest 

distance among the elements of the groups 
and the other units.

o Centroid: the distance between the centroids 

of two clusters.
o Weighted or un-weighted average distance.

- The  way by  which  the  representative  of  each  new 
formed cluster is chosen.

The approach used was to compute the entire dendogram, 

i.e.  the  complete  hierarchical  tree  representing  the 

successive aggregation. 

One  of  the  most  difficult  problems  to  cope  with  in 

clustering analysis is to find the optimal number of clusters. 

Different approaches have been used in literature such as in 

[17] where the authors using distance based metrics present 

a tool that automatically gives hints to the user guiding him 

in adding or deleting neurons in a SOM. In [21] the authors 

use  an  information  theory  criterion  based  on  entropy 

estimation in a partitional hierarchical clustering algorithm. 

In  [22]  the  authors  take  a  dissimilarity  matrix  between 

patterns as the basic measure for characterizing clusters. The 

statistical  distribution  of  dissimilarity  increments  between 

neighboring  patterns  within  a  cluster  was  modeled  by 

exponential density and used to characterize context and to 

derive  a new cluster  isolation  criterion.  The criterion  was 

integrated  into  a  hierarchical  agglomerative  clustering 

algorithm. 

We  chose  to  use,  on  the  computed  dendogram,   the 

Marriot statistical criterion to choose the optimal number of 

clusters i.e the best point to cut the dendogram. 

The goal of an optimal clustering algorithm is to find the 

best clustering in order  to maximize the variance between 

the different classes and minimize the variance among the 

elements of the same class. 

The variance is given by: 

∑
i=1

N

( xi−M ( x ))2

n−1
(1)

Where M(x) is the mean of the N elements in the cluster. 

The numerator can be written as:

∑
i=1

N

∑
j=1

N

( xij−M ( x j ))
2+∑

i=1

N

∑
j=1

N

(M ( x j )−M ( x ))2 (2)

where the first addendum is the variance inside the group 

while the second addendum represents the external variance. 

Increasing the number of elements in the cluster increases 

the  internal  variance;  diminishing  the  number  of  clusters 

increases  the  variance  among the  cluster,  i.e.  the external 

variance. The Marriott criterion searches for the minimum 

of: 

M =g
2 det (W )
det (T )

 (3)

where  the  numerator  is  the  determinant  of  the  internal 

variance-covariance  matrix  (Within  group,  W)  and  the 

denominator is the determinant of the sum of the variance-

covariance matrix (Between groups B) and Within groups 

(W), and finally g is the number of clusters.

III. DATA ANALYSIS

We  used  a  dataset  containing  information  about  the 

product  used in the revision  process  performed after  each 

car racing competition by the Fiat Powertrain Technologies 

(FPT),  a leading Italian automotive firm involved in word 

wide car competitions. 

All data analyses were performed by means of an in house 

tool developed using Matlab. 

We  use  a  data  set  containing  information  about  car 

component  replacement  after  each  car  competition  in  a 

three-year  time span.  The  dataset  consists  of  roughly  104 

rows with 21 variables. Among the variables characterizing 

the dataset we find: 

- Customer/Supplier: this is the code of the customer. 

- Operation  code:  code  identifying  the  type  of 

operation.

- Date: the date of the operation.

- Article code: the code identifying each article.

- Article  description:  contains  the  description  of  the 

article.

- Quantity: the quantity associated with the operation.

- Type  of  engine:  a  code  that  identifies  the  type  of 

engine.
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Table 1 summarizes the number of modalities of some 

dataset variables. The variables were analyzed in terms of 

their  variability,  homogeneity  and  heterogeneity, 

skeweness and the complete set of tools for exploratory 

data analysis as reported in [23].

TABLE I.

THE NUMBER OF MODALITIES OF SOME DATASET VARIABLES

Variable Modality

Customer/Supplier 15

Operation code 15

Article code 799

Type of engine 214

Motorization 11

Document number 1592

The first  step was a data transformation. The values  of 

qualitative variables were replaced by their cardinal number 

which represents the modality of the value. The dataset was 

then  normalized.  We  experimented  both  with  a  min-max 

normalization and with a normalization with null mean and 

standard  deviation  1.  With  both  types  of  normalization 

procedure we arrived at the same conclusion. 

We  then  performed  a  univariate,  bivariate  and  a 

multivariate  analysis.   Fig.  1  shows  the  Pareto  diagram 

regarding the article code. From the diagram we can observe 

that 25% of article codes represent 80% of the observations. 

All the main exploratory data analysis steps, as described in 

[24], were performed. 
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Fig. 1: Pareto diagram relative to the variable Article code.

The  following  step  was  a  hierarchical  agglomerative 

clustering algorithm using different distance functions and 

different  linkage criterion.  Fig.  2  shows the results  of  the 

hierarchical agglomerative clustering. 

a)

b)

Fig. 2: Hirarchical clustering algorithm results: with Euclidean 

distance a); and with cosine distance b).  

In  particular Fig.  2 a) shows the results with Euclidean 

distance and Fig. 2 b) shows the results with cosine distance. 

In both cases we used the complete linkage method. 

We than applied the Marriott criterion to iteratively find 

the optimal number of clusters. Table 2 reports the value of 

the  Marriott  index  found  for  different  number  of  clusters 

with Euclidean distance and complete linkage. 

Table 3 reports the number of elements in each cluster for 

different type of linkage method and the optimal number of 

clusters obtained by applying the Marriott criterion in each 

case.

The result of the classification process is depicted in Fig. 

3, which shows the first two normalized coordinates of the 

dataset used by the clustering algorithm. Fig. 3 a) shows the 

optimal clustering result  in five classes with the complete 

linkage method; fig. 3 b) shows the clustering result in eight 

classes with the average linkage. 
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TABLE II.

MARRIOTT INDEX FOR DIFFERENT NUMBER OF CLUSTERS

Number of clusters Marriott index

2 7.96 E-05

3 2.79 E-08

4 2.55 E-08

5 9.11 E-11

6 1.11 E-10

7 2.48 E-10

8 3.20 E-10

TABLE III.

NUMBER OF ELEMENTS IN EACH CLUSTER FOR DIFFERENT LINKAGE 

METHODS 

Linkage N° 
cluster

Number of elements in the 
cluster

Single 7 444;7;14;4;8299;281;1

Complete 5 2316;3341;21;450;2924

Average 8 2507;2868;259;2665;22;429;281;
21

Weighted 5 1101;3550;3929;21;451

Several  experiments  were  also performed with different 

distance measures.  The best clustering result  was obtained 

with five classes.

The clustering process allowed us to identify the class of 

components with a high frequency of substitution. The result 

was almost in line with an analysis of the revision process  

where  it  was  possible  to  confirm  the  nature  of  highly 

deteriorable  pieces.  In  a  similar  manner  in  the  chosen 

optimal  clustering,   the  two  classes  with  fewest  element 

contains pieces with a very low usage frequency. 

The  result  is  similar  to  [9]  where  the  authors  suggest 

reducing the inventory for popular items and increasing the 

inventory for  less popular  or unpopular  items. The results 

were used to plan a reliable BOM, that was used in MRP. A 

further analysis is nevertheless required in order to apply the 

same  conclusion  in  the  presented  scenario  due  to  the 

differences  in  requirements.  The  clustering  results  can  be 

used to apply different BOM strategies for each class in the 

chosen optimal clustering.

IV. CONCLUSION

This  work  has  presented  a  data  mining  approach  for 

inventory  forecasting  and  BOM  planning  in  a  highly 

competitive environment such as the FTP  Italian car racing 

team. By exploiting clustering algorithms and by using the 

Marriott statistical criterion to identify the optimal number 

of clusters, we optimally clustered a dataset containing the 

products  used  in  car  revision  after  each  rally competition 

during a three-year period. 

As future work we plan to extend the analysis to wider 

datasets  by  applying  and  comparing  results  with  other 

clustering  algorithms  and  using  neural  networks  such  as 

SOM  deployed  in  cloud  or  grid  architecture,  if  this  is 

required by the size of the dataset. 

It is also possible to use a shared memory design model 

[25-27]  in  order  to  organize  projects  around  data  mining 

problems  allowing  the  acquisition  of  a  variegated  know-

ledge of  different  solutions,  techniques  and algorithms.  In 

further work it is also possible a deepening of user interface 

design in order to allow a better visualization of the results 

even using graphical and multimedial elements [28-29]. 
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