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What is a control chart?

A control chart is a graph that can help a 
“process manager” to make better decisions 
about the actions that are necessary to achieve 
the best performance from the process. The sim-
plest, but perhaps the most useful, of the many 
types of control chart is the individuals chart. 
Figure 1 is an example of this genre. The fi ve 
horizontal lines on the graph are intended to 
aid in its interpretation and are used, together 
with various rules, to make decisions about the 
process performance. The centre line is drawn 
at the mean of the data. The lower and up-
per warning lines, labelled LWL and UWL, are 
placed at a distance of two standard deviations 
from the centre line. The lower and upper con-
trol lines, labelled LCL and UCL, are placed at a 
distance of three standard deviations from the 
centre line.

Whereas the positioning of the lines is univer-
sally agreed, the number and precise details of 
the rules used in the interpretation of the chart 

are certainly not.  For simplicity, I shall use the 
following three rules throughout this article.

Rule 1. Conclude that the process changed if 
we fi nd one or more points above the upper 
control line, or one or more points below the 
lower control line.
Rule 2a. Conclude that the process changed 
if we fi nd two or more consecutive points be-
tween the upper warning line and the upper 
control line.
Rule 2b. Conclude that the process changed 
if we fi nd two or more consecutive points be-
tween the lower warning line and the lower 
control line.
Rule 3. Conclude that the process changed if 
we fi nd eight or more consecutive points on 
the same side of the centre line.

Using these three rules to aid our interpre-
tation of Figure 1, we would conclude that the 
process did not change. Of course, you could ar-
gue that the process changed many times, as 
each point differs from the previous point, but 

Con t r o l  c ha r t s  i n  p ra c t i c e

In the fi rst issue of Signifi cance, Roland Caulcutt suggested that a com-

mon feature of many successful companies is their development of a “man-

agement-by-fact” culture. He further suggested that such a culture requires 

that managers focus on processes, and that control charts be used at all lev-

els throughout the organisation. In this follow-up article he explains how 

the various types of control chart are set up and used in practice.

Figure 1. Individuals chart: delivery times 
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and predicts, within limits, the 
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I would suggest that these differences are due 
to the natural random variation of the process. 
We are looking for real changes. Because we fi nd 
no such changes, we declare the process to have 
been stable during the period when these 50 
transactions took place.

The distinction between random variation 
(due to so-called common causes) and real 
changes (due to so-called assignable or special 
causes) is very important if we are to manage 
a process effectively. (For a fuller discussion of 
this point see “Management by fact” in the fi rst 
issue of Signifi cance.)

Note that the position of the warning lines 
and the control lines tells us nothing about what 
is acceptable to the customer or the manager. 

The position of each line is based on data from 
the process. Thus the lines indicate the perfor-
mance we might reasonably expect from the 
 process, not what we would hope to get. As the 

process is  stable, we predict that future perfor-
mance will give data that lie between the con-
trol lines.

A control chart shows us recent perfor-
mance of the process and predicts, within 
limits, the performance we can expect in the 
future. The prediction will be useful only if 
the future random variation bears some re-
semblance to that in the chart. But the extent 
of the variation that we observe in a control 
chart such as  Figure 1 may well depend on the 
time period during which the data were gath-
ered, for it is well known that many process-
es perform very consistently for short periods 
but less consistently over longer periods. For 
this reason we must give careful consideration 
to how we calculate the standard deviation of 
the data.

The process standard deviation

Standard deviation is often defi ned as the 
root-mean-squared deviation about the mean, 
which gives rise to the equations

� = Ö{Â(x – m)2/n}                  (1)

and

� = Ö{Â(x – m)2/(n – 1)}.         (2)

These equations are widely used and are built 
into electronic calculators and computer soft-
ware such as Microsoft Excel, MINITAB, SAS and 
other popular packages. However, these equa-
tions are not normally used when we assess the 
process standard deviation in order to set up a 
control chart. For control charts the universally 
accepted equation is

� = (mean range)/(Hartley’s constant).   (3)

(Many readers will realise that “�” is the inter-
nationally agreed symbol for population standard 
deviation, and “s” the agreed symbol for sample 
standard deviation. Thus we would expect s to 
be used in the three formulae above.  However, 
the “quality community” defi es the convention, 
 using s rather than s.)

To use equation (3) we must put the data 
into subgroups, calculate the range of each 
subgroup and then calculate the mean of the 

Table 1. Two processes

 Process A Process B

Value of each item £0.10 £50 000.00
Production rate 5000 per hour 1 per shift
Cost of inspecting 1 item £3.00 £400.00
Inspect 5 items every 30 min Every item
Type of data Grouped One at a time
Control chart Mean chart Individuals chart
Additional control chart Range chart Moving range chart

Figure 2. Standard deviations from (a) equation (3) and (b) equation (1) 
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ranges. With the data in Figure 1 there is no 
natural grouping, so the choice of subgroup 
size (n) is quite arbitrary. The default option, 
n = 2, was used in Figure 1. Hartley’s constant, 
for a group size of 2, is 1.128. (Hartley’s con-
stant and other constants used in setting up 
control charts can be obtained from Caulcutt 
or Oakland in the bibliography and many other 
texts on statistical process control.)

The effect of using equation (3) rather than 
equation (1) is illustrated by the two individu-
als charts in Figure 2. The standard deviation in 
Figure 2(a), which came from equation (3), is 
5.46, but the standard deviation in Figure 2(b), 
which resulted from the use of equation (1), is 
12.45. Clearly the chart in Figure 2(a) detects 
many changes that the chart in Figure 2(b) fails 
to indicate.

Subgrouping of data

The standard deviations in Figure 1 and Figure 
2(a) were calculated by equation (3) after put-
ting the data into subgroups of size 2. Clearly n 
= 2 is the smallest possible subgroup size, and is 
preferred when there is no natural grouping of 
the data. However, when a natural grouping ex-
ists it should not be ignored, as it may well offer 
the best possible subgrouping.

Consider for example the two processes 
summarised in Table 1. Process B produces 
high value items. The cost of testing or in-
specting each item is much less than the value 
of the item. Thus, we test every item and we 
get one result every 8-hour shift. This is often 
described as one at a time data. Process A pro-
duces low value items. The cost of testing or 
inspecting an item is greater than the value 
of the item. Thus, 100% inspection would be 
foolish, so we take a sample of fi ve items  every 
30 minutes. Clearly our data fall into natural 
groups with n = 5. We preserve this grouping 
as we plot a mean chart in which each point is 
the mean of fi ve results.

Figure 3 is a mean chart. Each point plot-
ted in the chart shows the mean of fi ve response 
times, recorded by an operator who repeatedly 
logged on to a particular web site. He made fi ve 
attempts to log on, every half-hour, throughout 
one particular day. Such a chart could help us to 
decide whether the accessibility of the web site 
changed during the day. It appears to have been 
stable, with an average response time of approxi-
mately 15 seconds.

The standard deviation of the data in Figure 
3 is calculated from the ranges of the subgroups 
by using equation (3). Because each subgroup 
contains fi ve results, Hartley’s constant is 2.326. 
Furthermore, because we are plotting means 
in Figure 3, the control lines are placed three 
 standard errors from the centre line  (i.e. 3s/Ön, 
where n is the subgroup size.)

Both the mean chart and the individuals 
chart have the same purpose, namely to de-
tect changes in the process mean. But the mean 
chart or the individuals chart could be mislead-

Other control charts

We have examined the individuals chart, the 
mean chart and the range chart.  There are many 
other charts in widespread use. Unfortunately, it 
is not possible to include a detailed description 
of every chart in this short article, but the fol-
lowing notes will give some indication of the var-
ious charts and their use.

·  The moving mean chart and the moving 
range chart are used by people who have 
one at a time data but wish to harness the 
extra power of grouping and averaging.

·  The exponentially weighted moving aver-
age chart is a type of moving mean chart 

Figure 3. Mean chart of response time
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ing if the process became more variable or less 
variable. For this and other reasons, these charts 
are often used in conjunction with other charts 
designed to check or to monitor the variability of 
the process. Figure 4 is such a chart.

Each point in Figure 4 represents the range 
of one subgroup of data. The stability we see 
suggests that the variability of the process did 
not change during the day when this inves-
tigation was carried out. The word “variabil-
ity” in the previous sentence should be taken 
to mean “short-term variability”, as fi ve at-
tempts to log on to the web site would take 
only 2 minutes, say. (For details of the posi-
tioning of the decision lines in a range chart 
see one of the texts in the bibliography.)

Figure 4. Range chart for response time
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which has found use in the chemical in-
dustry, where many processes are prone to 
drifting.

·  The standard deviation chart (s-chart) is an 
alternative to the range chart.

·  The np-chart and the p-chart are based on 
the binomial distribution and are used to 
plot attribute data such as the “number de-
fective” and “proportion defective” where 
there is a known sample size.

·  The c-chart and the u-chart are based on the 
Poisson distribution and are used with attri-
bute data such as the “number of defects” 
and the “number of defects per unit”.

·  The cumulative sum (CUSUM) chart could be 
described as an “integral of error chart” as 
the plotted function is the cumulative sum 
of the deviations of the data points from a 
specifi ed target; see Figure 5.

The CUSUM chart is particularly useful for de-
tecting smaller changes, but it is easily misinter-
preted if we fail to apply the following rules.

·  The CUSUM chart will have an upward slope 
if the data are above target.

·  The CUSUM chart will have a downward 
slope if the data are below target.

·  Changes in slope in the CUSUM chart indi-
cate changes in mean within the data.

The CUSUM in Figure 5 would suggest changes in 
sales volume around weeks 7, 17, 23, 34, 42 and 
46. These indicated changes agree with those we 
found in the individuals chart, Figure 2(a).  Of 
course, many of these changes are so large that 
discovering them does not require the use of a 
CUSUM chart.

Comparing alternative charts

Several of the charts listed above share 
the same purpose. The individuals chart, the 
mean chart, the moving mean chart and the 
CUSUM chart are all used to detect changes 
in the mean level of the measured variable. 
When so many  alternatives are available, how 
can you choose the best chart for your partic-
ular application? If you were considering buy-
ing a car you would compare the price and the 
performance of the available models. When 
choosing from two or more control charts, it 

would be wise to consider their relative per-
formance and their ease of use.

As the purpose of a control chart is to de-
tect changes, the performance of a chart can 
be quantifi ed by the speed with which it indi-
cates change. Of course, any chart is likely to 
detect a large change very quickly, but a chart 
may require many points to be plotted before 
offering convincing proof of a small change. 
It is common practice, therefore, to compare 
the average run lengths of alternative charts 
over a range of change sizes.

Figure 6 offers average run length curves 
for three mean charts, with sample sizes of 
1, 4 and 9. Clearly the mean chart with the 
largest sample size will detect changes more 
quickly. But of course the larger sample size 
demands more time and effort in the sam-
pling and testing or inspecting of the se-
lected items. Similar sets of curves can be 
produced to illustrate the benefi ts of us-
ing additional decision rules, such as rules 
2 and 3 mentioned earlier. Further average 
run length curves could be used to compare 
the relative  power of mean charts and CUSUM 
charts, for  example.

In “Management by fact” in the fi rst is-
sue of Signifi cance I emphasised that man-
agers in organisations need to focus on 
processes and then to use control charts to 
obtain the best performance from these pro-
cesses. This article has described many types 
of control charts and attempted to  illustrate 
in general terms how control charts are set 
up and used. Much greater detail is offered in 
the texts listed in the bibliography.
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Figure 5. CUSUM chart for sales volume
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Figure 6. Mean charts (using rule 1 only)
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