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This research investigates how to best present video-based feedback information to students learning Amer-
ican Sign Language (ASL); these results are relevant not only for the design of a software tool for providing
automatic feedback to students but also in the context of how ASL instructors could convey feedback on
students’ submitted work. It is known that deaf children benefit from early exposure to language, and higher
levels of written language literacy have been measured in deaf adults who were raised in homes using
ASL. In addition, prior work has established that new parents of deaf children benefit from technologies to
support learning ASL. As part of a long-term project to design a tool to automatically analyze a video of a
students’ signing and provide immediate feedback about fluent and non-fluent aspects of their movements,
we conducted a study to compare multiple methods of conveying feedback to ASL students, using videos of
their signing. Through two user studies, with a Wizard-of-Oz design, we compared multiple types of feedback
in regard to users’ subjective judgments of system quality and the degree students’ signing improved (as
judged by an ASL instructor who analyzed recordings of students’ signing before and after they viewed each
type of feedback). The initial study revealed that displaying videos to students of their signing, augmented
with feedback messages about their errors or correct ASL usage, yielded higher subjective scores and greater
signing improvement. Students gave higher subjective scores to a version in which time-synchronized pop-up
messages appeared overlaid on the student’s video to indicate errors or correct ASL usage. In a subsequent
study, we found that providing images of correct ASL face and hand movements when providing feedback
yielded even higher subjective evaluation scores from ASL students using the system.
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1. INTRODUCTION

Based on survey and census data, researchers have estimated that over 28 million
people in the U.S. are deaf or hard-of-hearing [Mitchell et al. 2006; Lin et al. 2011].
Several research studies have measured lower levels of written language literacy in
deaf adults, which may be due to various language-exposure or educational factors. For
example, in standardized educational testing studies conducted in the U.S., English
literacy rates were found to be lower for deaf adults finishing secondary school, as
compared to their hearing peers: the median literacy rate of deaf high school graduates
was approximately at the fourth grade level [Traxler 2000] (fourth-grade corresponds
to U.S. school students who are typically age 9 or 10).

Linguistics and educational research has established that the first few years of a
child’s life are a critical time for them to acquire their first language; children require
adequate exposure to language, used in context, during this time [Mayberry and
Eichen 1991]. When a child has (even mild) hearing loss, studies have found that this
creates significant challenges for young children who are developing learning skills
[Marschark et al. 2009].

One method of addressing the literacy issue mentioned above is to provide deaf
children with exposure to language as early as possible. For instance, early access to
American Sign Language (ASL) has been found to benefit learning of a second lan-
guage (English) [Strong and Prinz 1997; Wilbur 2000], and some research studies have
indicated that deaf children of Deaf1 parents tend to read better than deaf children
of hearing parents [Spencer and Lederberg 1997]. However, this is a minority of deaf
children: More than 80% of children who are deaf or hard-of-hearing are born to hear-
ing parents [Gallaudet Research Institute 2011; Mitchell and Karchmer 2004], and
many children have difficulties in communication when parents are not fluent in ASL
[Goldin-Meadow and Mayberry 2001].

This article investigates technologies that may be useful for parents or caregivers of
deaf children to help support their learning of ASL. There are benefits when parents
and caregivers rapidly learn ASL in order to support language acquisition of a deaf
child: Even if parents do not become perfect signers, deaf children can learn ASL to a
level of fluency consistent with native signers [Singleton and Newport 2004]. Of course,
new parents of deaf children are busy, and they may benefit from educational technolo-
gies to support their learning of ASL, especially if those technologies can provide them
with additional time flexibility in practicing their skills [Weaver and Starner 2011].

In a joint research project between Rochester Institute of Technology (RIT) and
City University of New York (CUNY), we are investigating the design of software to
automatically analyze a video of an ASL student’s signing and provide immediate
feedback. Such a tool would allow students to practice ASL independently, whenever
it is convenient for them. Students learning ASL often produce videos of themselves:
ASL students submit videos of themselves as homework assignments, and instructors
watch them and provide feedback. Of course, such feedback is not immediate. For this
reason, we are investigating how to produce an automated tool to give limited feedback
about aspects of a student’s movements that are likely to be errors (see Section 5.2).
To be clear: our software tool would not replace feedback from ASL instructors, and
it would only be able to identify a limited set of errors that may occur in a student’s
video. Thus, we envision that this tool could benefit students by providing immediate
feedback to them about their signing (with the tradeoff of being that this feedback is less
sophisticated, and perhaps less accurate). Our key motivation is to produce a tool that
would benefit busy students, such as new parents, but many other students may also

1We follow the widely held convention of using the capitalized term “Deaf” to refer to people who identify as
members of the Deaf Community or Deaf Culture, and we use “deaf” as a more general term.
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benefit: In fact, ASL has become the third most studied language at U.S. universities;
the enrollments in ASL courses rose by 19% from 2008 to 2013 [Goldberg et al. 2015].

One aspect of this research is the development of the video-analysis algorithms nec-
essary to analyze the videos of students; that line of research is currently ongoing. How-
ever, the focus of the research presented in this article is to determine ASL students’
subjective judgments about receiving feedback on their signing through video and to
evaluate some initial concepts for the system design. This feedback from end-users
will influence the selection of features for the educational system, and as discussed
in Section 7, the results of this study also have broader implications for how human
ASL instructors might best provide feedback to students in their courses. This article
presents a pair of “Wizard of Oz” style studies to explore two questions:

Q1. Do ASL students report a subjective preference for using a tool that provides them
with feedback about their signing, compared to just re-watching a video of their
own signing?

Q2. Are students able to understand the feedback presented by such a tool, as mea-
sured by whether they are able to produce a new ASL video in which they correct
the errors?

The first study (presented in Section 5) will focus on a comparison between three
initial designs for how the system would present feedback for users, inspired by current
technologies and practices of ASL students and instructors. A second follow-up study
(presented in Section 6) will investigate variations of the most promising of the three
designs from the initial study, to help further clarify how the feedback should be
structured to be most useful for ASL students.

1.1. A Continuing Line of Research

This article is an extended version of a paper originally presented at the 2015 ACM
SIGACCESS Conference on Computers and Accessibility (ASSETS’15) [Huenerfauth
et al. 2015]. That conference paper presented only our initial study (referred to as
“Phase 1” in this article and described in Section 5), consisting of an evaluation of a
Wizard-of-Oz prototype system displaying videos to ASL students of their own signing
performance, with on-screen feedback provided in some cases. That initial study en-
abled us to evaluate three alternative designs for how to present feedback to students
to communicate information about the errors in their signing.

While the Phase 1 study had identified a preference among students for videos of
their signing that contained “pop-up” messages about errors they performed, that ini-
tial study did not investigate how such messages should appear. In feedback comments,
participants in that study suggested that the on-screen feedback in our prototype could
be improved in two ways: by simplifying the linguistic terminology used during the pop-
up messages by using on-screen photos of “correct” ASL performances (to guide the ASL
students how they should correctly perform aspects of ASL grammar). Thus, we subse-
quently conducted a follow-up study (referred to as the “Phase 2” study in this article)
to evaluate and compare these additional design variations; details appear in Section 6.
The results from this new study provide additional guidance about the appearance
and presentation of corrective feedback messages to ASL students, which would not
only shape the direction of our automatic feedback system, but may also be useful for
ASL instructors in crafting effective feedback for students taking their courses.

In addition, this article provides more detail about our experimental study than
was possible to include in the original conference paper: The Appendix to this article
provides a comprehensive listing of the types of ASL errors that students made in their
videos, which were the basis for the on-screen feedback shown (including the specific
error messages shown to students for each type of error). Such information is necessary
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for replication of our study. The Online Appendix for this article in the ACM Digital
Library includes samples of the video stimuli presented in our studies.

1.2. Structure of this Article

The remainder of this article is structured as follows: Section 2 surveys prior work in
language feedback tools for students learning ASL and explains the current methods
that students in ASL courses received feedback on their signing. Section 3 outlines
the specific hypotheses examined during the Phase 1 study, and Sections 4 describes
the prompts and stimuli used in that study. Section 5 explains the methodology
and results of the Phase 1 study. Section 6 describes our new Phase 2 study, which
investigates additional design variations, and Section 7 presents our conclusions and
future research directions.

2. RELATED WORK

There have been a variety of computational linguistic and speech technologies that
have been used by researchers to create educational tools for students learning spo-
ken/written languages; such technologies are surveyed in Hamidi and Baljko [2013].
For example, many of these systems help students to reduce their accent when speaking
a language, or they may identify basic errors in their speech performance. A common
thread among these systems is that they do not attempt to fully understand the entire
message that is spoken by the student (since that would be beyond the state-of-the-art of
their component technologies). Instead, these educational systems focus on a narrower
task: They attempt to identify sounds or speech patters that are non-fluent. This de-
sign choice limits the types of errors that the systems identify; e.g., they don’t generally
identify semantic errors from an incorrect word choice. However, the systems are still
useful to students: For example, they can inform them if an unusual consonant sound
was spoken by the student, which may help the student notice an error in their accent.

In a similar manner, our research goal is to produce an educational tool for students
who are learning ASL that can provide limited types of feedback to students about
non-fluent elements of their movements, without the system understanding the specific
semantic content of the ASL sentences being performed. Of course, the limitation of this
design is that our software would not be able to identify all types of errors in student’s
ASL signing. For instance, the software would not know that a student made an error
if she signed “SKY BROWN” (The sky is brown) instead of signing “SKY BLUE” (The
sky is blue).

The advantage of designing an educational system that can operate without trying
to fully understand the sentence produced by the student is that the software could be
designed to function on input sentences that are unscripted. That is, the student would
not be limited to performing sentences with a restricted vocabulary or sentences that
follow a pre-determined script, which would be necessary to a achieve high accuracy in
automatic ASL recognition software using state-of-the-art techniques, e.g., see survey
in Cooper et al. [2011].

While a goal of our on-going research project at RIT and CUNY is to develop software
that could automatically analyze the signing movements of a student from an analysis
of the student’s video, this article focuses on two studies that examine the user-interface
and usability issues of the system design. Since this article does not focus specifically on
the video analysis aspect of our research, prior research on sign-language recognition
technology is not a focus of this related work section.

2.1. Automatic Analysis Education Tools

This section describes prior work that has utilized automatic video analysis technolo-
gies to recognize aspects of a student’s movements, to create educational software to
benefit students learning sign language. Some research has specifically focused on the
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task of dictionary lookup for sign language. While languages with written forms use
alphabetic or character-stroke-based methods for sorting words in a dictionary, the pro-
cess of searching for an unfamiliar word in a dictionary resource is more complex for a
language without a written form. In particular, students in ASL courses often have dif-
ficulty “looking up” signs in an ASL-English dictionary to find translations of particular
words. Most ASL dictionaries are indexed according to the English translation of the
ASL sign, but if the student does not know the meaning of the signing, finding the word
can be difficult. Wang et al. [2010] implemented a system to allow users to search for
words in an ASL dictionary by performing an ASL sign into a video camera; their recog-
nition system returns a set of possible matches in the dictionary for the sign performed.

Other researchers have focused on methods to allow ASL students or instructors to
find more video content of sign language, which could be used for classroom instruction
or recognition practice by students. For instance, Monteiro et al. [2012] have developed
a system for automatically searching video-sharing websites to identify videos that
contain sign language.

Recognition technology has also been incorporated into educational games: For
instance, the CopyCat system [Henderson et al. 2005] was a game in which the ASL
student performed ASL signs or phrases (from a small predefined list that the system
could recognize) while wearing special colored gloves with accelerometers. Players
of the game attempted to give commands (using ASL signs or short ASL phrases)
to an onscreen cat character. When the signs or phrases were correctly identified,
thereby indicating to the student that they had performed them accurately, the system
responded by causing the onscreen cat to obey the command. To enable the creation
of a functional system despite limitations in the accuracy of sign language recognition
technologies, the researchers selected a small set of signs or phrase-templates that the
system could recognize. In contrast, the goal of our research is to create an educational
tool that would allow students to receive feedback on any ASL signs or sentences
that they perform. For instance, ASL instructors at different universities may assign
homework assignments on different topics to students, and ideally the students could
“rehearse” their ASL sentences by performing them for our system, to get feedback.
Thus, the user-interface of the CopyCat system (controlling an onscreen character
using ASL commands) was not well-suited to our research goals.

In subsequent research at Georgia Tech, [Weaver and Starner 2011] conducted inter-
views with parents of deaf children to understand their needs in ASL-learning technol-
ogy. Based on that work, the researchers created software for mobile phones to display
videos of signs, and students engaged in a “quiz” game in which they had to answer
questions to identify the word in the video [Weaver et al. 2010]. However, that software
did not provide feedback to users on the accuracy of their own ASL signing; the game
required the student to correctly identify the sign shown on the screen of the device.

2.2. Education Tools without Automatic Analysis

Beyond the computerized educational tools discussed above, we also examined the
current practices and technologies used by ASL students and educators. Our goal was
to inform our design of software that could provide automatic feedback to students
about their signing. The list below is arranged according to the amount of scheduling
flexibility that the student would have in practicing and receiving feedback. Several of
these items served as inspiration for experimental conditions examined in the Phase 1
study, described in Section 3.1.

—Method #1: Receiving live feedback directly from an ASL instructor during a class-
room interaction or private one-on-one meeting. While receiving feedback live from a
human expert would provide the student with the highest quality of feedback, this
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method requires a substantial amount of ASL instructor time per student and must
be scheduled in advance. One option is for students to schedule a private tutor for
one-on-one live instruction and feedback; of course, this option may be prohibitively
expensive for most students. As a more affordable option, students may enroll in
classroom-based instruction with multiple students present. In that context, the
ASL instructor must balance their time, providing feedback to all of the students
in the room. The instructor focuses their attention on one student at a time during
the classroom setting, as they circulate through the classroom during some type of
in-class activity, e.g., the instructor may ask student to “pair up” and sign to each
other while the instructor observes.

—Method #2: Receiving feedback from an ASL instructor in a classroom setting using
a recording device in the classroom. One limitation of traditional classroom-based
ASL instruction is that during in-class activities, students may perform errors when
signing, but if the instructor is not looking at the student at that specific moment,
there is no feedback provided to the student. Elaine Gale (co-author) teaches ASL
at the university level, and students in her ASL classes have made use of mobile
devices equipped with a recording application. Students can make recordings of
each other during in-class activities. The key benefit of the use of these mobile
devices is that the students can re-record their performance multiple times (if they
notice mistakes in their own video) and then show the video to the instructor when
they are ready to receive more sophisticated feedback. Of course, the instructor
must still circulate through the classroom to watch the videos on students’ devices,
which can be challenging with often over 15 students in a classroom. From a time-
flexibility perspective, students must still schedule themselves to attend class, but
the instructor can provide feedback to the students in the classroom asynchronously,
which can be more efficient.

—Method #3: Students record themselves outside of a classroom setting and simply
their own video. This method is similar to the above technique, but the student
makes a self-video performing sign language (outside of a classroom setting) and
watches the video to look for errors. This alternative is essentially a time-shifted
version of a classic “signing into a mirror” method for practicing, which ASL students
traditionally employ to watch their own signing. While there is certainly greater time-
flexibility with this self-video option, the downside is that the quality of feedback is
much lower (since it is up to the student to look for errors in their own signing).

—Method #4: Students record themselves outside of a classroom setting and submit their
video to the instructor who provides a written evaluation or grade. This method is
the most common method that ASL instructors employ for providing formal feedback
to students in their courses. It is common for “homework assignments” in an ASL
course to consist of the following: The ASL instructor assigns a topic or prompt for the
students, and students must record themselves performing ASL (in response to this
assignment or prompt). The students submit the video of themselves to the instructor
for grading. Later, the instructor provides a numerical grade and written comments.
From a time-flexibility perspective, the student has flexibility about when to record
their video, but the feedback received is not immediate. While the instructor is able
to provide sophisticated comments, one challenge for the student is determining how
the written comments from the instructor relate to specific moments in time in their
videos.

—Method #5: Students record themselves outside of a classroom and submit their
video to the instructor, who uses a video-annotation tool to provide feedback that
is time-synchronized to the student’s video. The prevalence of mobile devices capable
of recording video has led to a new wave of software focusing on video recording and
analyzing human performances. Specifically, for sports coaches and athletes who are
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perfecting a complex physical movement, it has become increasingly common to use
of video analysis software, e.g., Coach’s Eye,2 in which an instructor or coach watches
the video of the athlete. Such tools enable the instructor to replay the video and add
annotations (e.g., arrows, lines, text boxes) that appear a specific moments of the
video. A similar tool is sometimes used for sign language instruction. For example,
in several ASL courses offered at RIT, a commercially available web-based service
called GoReact3 has been used to enable students to submit videos of themselves
signing and allow the ASL instructor to watch and provide time-synchronized anno-
tations to the student as feedback. When the student watches their own video later,
these feedback messages “pop up” during the video, with the feedback comments from
the instructor. While time-based feedback may be easier for students to “match” to
elements of their performance, the downside is that producing time-based annota-
tion of ASL video is a time-consuming activity, even for experts [Lu and Huenerfauth
2014].

3. TWO STUDIES: PHASE 1 AND PHASE 2

Given the context of a student enrolled in an ASL course who would like to have addi-
tional feedback on their signing or practice their signing with a more flexible schedule,
the goal of our research is to produce a tool that would allow such a student to perform
some ASL in front of a video camera and receive automatic and immediate feedback.
One use-case might be students using such a tool as a “spell check” (metaphorically
speaking) while they are preparing to submit an ASL homework assignment video.
Students may “rehearse” their ASL video, with the assistance of this educational tool,
prior to performing a final version of their video, which the student would submit to the
ASL instructor. (And the instructor could provide sophisticated and accurate feedback
to the student.) In this article, we specifically focus on how to best present on-screen
feedback to students on their ASL signing.

The research described in this article is organized into two research studies con-
ducted on the RIT campus, with students enrolled in ASL courses as participants, to
investigate and compare alternatives for how a feedback video could be shown to a
student. In these studies, we investigated how to convey information to students about
what was correct or incorrect about their ASL signing, and we have measured students’
subjective preferences for different types of feedback (and how their signing improved
after viewing feedback of different types).

Figure 1 contains a diagram that summarizes the two major studies (“Phase 1” and
“Phase 2”) in this article, along with presenting some additional terminology used to
refer to the various components of each study: Specifically, the Phase 1 study included
two rounds of video-recording sessions with students, referred to as “Recording Ses-
sion A” and “Recording Session B.” The Phase 2 student included one round of video
recording with students, referred to as “Recording Session C.”

3.1. Phase 1: Conditions and Hypotheses

Based on the final three methods of students receiving feedback listed in Section 2.2,
we have identified three design alternatives below, which we evaluated in Phase 1:

1. VIDEO: We evaluated a lower-baseline condition, in which we simply replay
the student’s video for them to watch. This corresponds to Method #3
in Section 2.2, in which a student simply re-watches their own video.

2https://www.techsmith.com/coachs-eye.html.
3https://goreact.com.
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Fig. 1. Graphical illustration of the two studies presented in this article.

2. FEEDBACK: For comparison, we present videos that provide feedback to the stu-
dent on their signing, under two sub-conditions:

2.a. NOTES: After analyzing a student’s video, the system displays a writ-
ten message to indicate any errors it identified in the video (or
correctly performed linguistic elements that the system noticed).
This corresponds to Method #4 in Section 2.2, in which an ASL
instructor provides written feedback to a student about the video
they submitted for grading.

2.b. POPUP: After analyzing a video, the system replays it to the student with
messages that appear (“pop up”) on the video when linguistic
phenomena or errors are detected. At the end of this video, the
student is provided written messages like those in the NOTES
case, to summarize the errors. This corresponds to Method #5
in Section 2.2, in which an ASL instructor analyzes a student’s
video and provides time-synchronized feedback messages.

The NOTES sub-condition is similar to the VIDEO condition, but it is followed by
text feedback about possible student errors. The POPUP sub-condition is similar to
the NOTES sub-condition, with the addition of pop-up feedback messages during the
student’s video, about specific errors that may be occurring at that moment of the video.
Section 5.3 describes how videos for each of these feedback conditions were produced
to serve as stimuli during the Phase 1 study.

In the context of a student viewing a feedback video in one of these three conditions,
prior to recording themselves performing ASL (e.g., as part of a homework assignment),
we hypothesized that:
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Evaluation of Language Feedback Methods for Student Videos of American Sign Language 2:9

Hypothesis H1a: Students will report a subjective preference for videos that provide
feedback about their signing (FEEDBACK), as compared to just a
video of themselves signing (VIDEO).

Hypothesis H1b: Students will report a subjective preference for videos that pro-
vide time-synchronized feedback about their signing (POPUP), as
compared to non-synchronized (NOTES).

Hypothesis H2a: When an instructor evaluates students’ ASL performances “before”
and “after” they viewed a video, there will be a significantly greater
improvement when the video provides feedback about their signing
(FEEDBACK), as compared to just a video of themselves signing
(VIDEO).

Hypothesis H2b: . . . significantly greater improvement when the video provides
time-synchronized feedback about their signing (POPUP), as com-
pared to non-synchronized (NOTES).

Note that each of the “a” hypotheses compares the FEEDBACK condition to the
VIDEO condition, and the “b” hypotheses compare the POPUP condition to the NOTES
condition. Hypotheses “1” focus on subjective preferences reported on scalar response
instruments; hypotheses “2” focus on the scores that an ASL instructor assigns to
recordings of the students’ signing.

3.2. Phase 2: A Brief Preview of Our Second Study

This section provides a brief preview of the Phase 2 study, to enable the reader to have
a “big picture” view of the research presented in this article. Additional details about
this Phase 2 study, including the specific hypotheses examined in that study and the
results, will be described in Section 6.

At the conclusion of the Phase 1 study, as described in Section 5.6, we determined that
the “POPUP” condition was the most preferred form of feedback among participants.
In our subsequent Phase 2 study, we investigated alternative sub-variations of the
POPUP condition to determine more precisely how the feedback on the screen should
appear. These variations were inspired by participant feedback comments gathered
during the Phase 1 study. Specifically, the following three conditions were examined in
the Phase 2 study:

POPUP: This feedback condition was identical to the POPUP condition presented in
the Phase 1 study.

SIMPLE: This feedback condition was identical to the POPUP condition, except that
some of the linguistic terminology used in the on-screen messages was
further simplified.

PHOTO: This feedback condition was identical to the SIMPLE condition, except that
photos were added to the on-screen feedback to illustrate specific aspects of
ASL grammar.

4. DESIGN OF COLLECTION PROMPT USED IN PHASE 1 AND PHASE 2 STUDIES

For the two studies presented in this article, we wanted to simulate the experience of
an ASL student who must produce a video of themselves signing, as part of a homework
assignment submission in an ASL course. Thus, we needed to provide our participants
(who were ASL students) with a prompt similar to a “homework assignment” they
might encounter in a second-semester ASL course.

Using the terminology often employed by ASL instructors, our assignment was an
“expressive” assignment, which means that it was an assignment in which the stu-
dent is asked to produce a video of themselves signing ASL in response to some topic
or to provide an ASL translation of some English sentences. (Some ASL homework
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assignments are “receptive,” which require the student to view a video of ASL and
attempt to understand the content.)

4.1. ASL Linguistics Background and Common Student Errors

ASL is a natural language conveyed through movements of the hands, body, head, eyes,
and face [Valli et al. 2011]. Linguistics researchers studying second-language acquisi-
tion have observed that adults learning ASL often make errors involving movement,
handshape (the way in which the fingers are bent to produce a specific hand configu-
ration), and facial expression [Rosen 2004]. Therefore, for this homework assignment
prompt, we wanted to encourage a wide variety of ASL linguistic features to be per-
formed by students in a short video segment (to enable us to efficiently collect a wide
variety of linguistic errors from the students).

As a brief background for the reader, this Section briefly summarizes some linguistic
aspects of ASL. This information is relevant to the design of our homework assignment
prompt used in our Phase 1 and Phase 2 studies (see Section 4.2), and much of this
terminology is used in Section 5.2, including Table I and Table IV.

In ASL movements of the eyebrows, eyelids, nose, mouth, and head tilt are essential
to conveying the meaning of sentences and other key grammatical information; these
movements are sometimes referred to as “non-manual expressions” or more colloquially
as “facial expressions” (although they include movements of the entire head). As an
example, the ASL sentence “FATHER ARRIVE” (English translation: “Father arrives”)
can mean “Did father arrive?” with “YN-Question” facial expression performed during
the sentence. Specifically, if the signer’s head tilts forward with the eyebrows raised,
this indicates that the sentence should be interpreted as a polar (“yes or no”) question.

As discussed in Neidle et al. [2000], in addition to YN-Question mentioned above,
other facial expressions used during ASL include, e.g.:

—Negation. The signer shakes their head from side-to-side to indicate that a sentence
has an opposite meaning. The use of the ASL sign “NOT” is optional, but when the
word “NOT” (or other negative words) are used during a sentence, the Negation facial
expression is required.

—WH-Question. The head tilts forward with the eyebrows furrowed to indicate an
interrogative who/what/where/why/when/how question.

—Topic. The eyebrows raise and head tilts back to indicate a topic introduced at the
beginning of a sentence.

—Conditional. The head tilts back and to the side with the eyebrows raised to indicate
the use of a time-phrase or an if-condition at the beginning of a sentence.

—Rhetorical. The head tilts back and to the side with the eyebrows raised during a
phrase containing an interrogative word (e.g., “WHO”) to indicate that the question
should be interpreted rhetorically.

A common error among ASL students is to accidentally omit the facial expression
during a sentence; in some cases, this omission can be easily detected: For instance, if
the sentence includes an interrogative-question word (“WHO”) then there should be a
WH-Question facial expression used during the sentence.

During ASL, a signer will point to a location in three-dimensional space around their
body to associate someone or something under discussion with that location [Valli et al.
2011]. To refer to that entity again, the signer (or their conversational partner) would
simply point to this location, instead of saying the name of the entity again. (Many
characterize this mechanism of ASL as a form of “pronoun” usage.) When pointing to
one of these locations in space, typically the signer will use their eye-gaze to look at the
locations, especially when they are establishing a new pointing location [Neidle et al.
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2000]. ASL students may accidentally fail to use their eye-gaze appropriately when
pointing in space in this manner.

When conveying proper names, titles, specialized terminology, or other specific cat-
egories of concepts, an ASL signer may use fingerspelling [Valli et al. 2011]. This is a
method by which the signer performs a rapid sequence of handshapes, with each hand-
shape corresponding to an individual letter of the alphabet. There are specific rules for
proper hand location, hand orientation, and movement when someone is performing
fingerspelling, and an ASL students may fail to obey these requirements.

4.2. Design of the Homework Assignment Prompt

As part of a prior research project, during which our laboratory collected video record-
ings of ASL, we develop techniques for designing “prompts” that could encourage some-
one being video-recorded to perform sentences in ASL with specific linguistic proper-
ties of interest. As part of that work, we measured the types of linguistic constructions
that ASL signers tended to perform, in response to various types of prompt [Lu and
Huenerfauth 2014]. This prior experience was valuable in designing a “homework as-
signment” prompt given to the students who participated in our Phase 1 and Phase 2
studies, with a goal of eliciting a wide variety of ASL linguistic constructions (that
consequently would lead to the students making a wide assortment of errors in the
video recordings). In addition, one of our co-authors is an experienced ASL instructor,
who has been teaching ASL for nearly two decades.

Based on prior homework assignments used in her courses (and based upon an ex-
amination of sample assignments from other university ASL programs), we designed
a homework assignment at an appropriate level of difficulty for a student who had
recently completed approximately 1.5 semesters of university-level courses in ASL. We
also examined frequently used textbooks and curricula: For instance, Signing Natu-
rally4 is a popular ASL curriculum used in U.S. universities, including at RIT, where we
would be recruiting participants for this study. We therefore consulted the instructor’s
resource guide for the first two semesters in this curriculum series when designing our
homework prompt, to ensure that it would match the skills of students. The homework
was structured as a translation task, in which students were presented with twelve
English prompts, and the student was asked to translate each into ASL and perform
it in a video:

1. My house is green; your house is blue. My house is big; your house is small.
2. Her animal isn’t a brown cat. What is her pet?
3. Is your favorite animal dogs or cats (which)?
4. In high school, your favorite class was not Spanish. Now, you’re an ASL student.
5. You’re not her cousin. Do you know her family?
6. Chocolate, I hate. Cookies, I love. What’s your favorite food?
7. Her mother is reading a book. Her father is sitting. What are you doing?
8. His children are not here. Where does your family live?
9. Now, his father likes computers. He has no books.

10. He’s my sister’s son. Who is your son?
11. She grew up in France. Now, her parents live in England.
12. I saw her mother in the library. She had no glasses. How does she read books?

Prior to using this homework assignment prompt in any of our studies, we conducted
two pilot testing sessions with ASL students who had 1.5 semesters of experience. These
pilot sessions allowed us to determine whether our users would be able to understand
this assignment, whether the instructions and terminology were clear, and whether

4http://www.dawnsign.com/series/signing-naturally-series/5.
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students could complete this assignment in a 70-minute experiment session (including
the time needed for them to prepare and record their responses). The results from
the pilot tests indicated that the assignment and our recording protocol (below) were
sufficiently well-specified to begin the study.

5. PHASE 1 STUDY

In order to evaluate the four hypotheses introduced in Section 3.1, we conducted a
study that asked ASL students to video videos in the VIDEO, NOTES, and POPUP
conditions. While our research goal is to build a software tool that could automatically
analyze a video of ASL signing submitted by a student, the development of the video
analysis components of the system are still ongoing. Therefore, in order to evaluate the
different feedback conditions in this study, we used a Wizard-of-Oz style approach, as
follows:

1. Our participants (ASL students) came to the laboratory, viewed the homework as-
signment prompt, and recorded a video of themselves signing each of the 12 items
on the homework. We refer to this as “Recording Session A,” and details appear in
Section 5.1.

2. A human expert viewed the videos from the students and identified ASL linguistic
errors in each video; the expert made notes about the category of each error and
when it occurred during the video. A list of error types and details about this process
appear in Section 5.2.

3. Based on the expert’s notes, we used video editing software to produce a set of
12 feedback videos for each student (one video for each of their 12 recordings for the
homework items, with four videos in each of the three conditions VIDEO, NOTES,
or POPUP). Images of each condition and other details appear in Section 5.3.

4. The same set of participants individually returned to the laboratory on another
day to view each of the feedback videos, immediately prior to making a new video
recording of themselves for each of the 12 items on the homework assignment. We
referred to this as “Recording Session B,” and it is described in Section 5.4. At the
end of the session, students responded to a questionnaire about their subjective
impressions of the feedback video.

5. An ASL instructor evaluated each student’s “before” and “after” homework videos
and assigned a score to each video, based on specific linguistic elements of their
performance, as described in Section 5.5.

The Phase 1 study used a within-subjects design: Since the homework assignment
consisted of the student making 12 short videos in response to 12 short prompts, each
participant saw four prompts in each of the three conditions (VIDEO, NOTES, or
POPUP) during Step 3 above. Assignment of conditions to prompts (and the order in
which they were presented) was counterbalanced.

5.1. Collection of Student Videos (Phase 1, Recording Session A)

Members of our research team posted recruitment advertisements for the study
through email messages sent to students at RIT who were currently enrolled in their
second semester of ASL courses (or who had recently completed their second ASL
course). Our eight participants consisted of six women and two men, and all of them
were RIT students pursuing undergraduate degrees. The students ranged in age from
19 to 24, and five of the participants had taken their first ASL class within 1 year of
participating in the study. Although two of the participants were hard-of-hearing, none
of the participants had deaf family members, and none of the participants grew up in
a household that used ASL.
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After participants completed the demographic questionnaire and informed consent
documents, they were given approximately 5 minutes to read through the homework
assignment prompt (Section 4.2) and to ask clarifying questions about the instructions
for the assignment. The researcher conducting the recording session instructed the par-
ticipants to approach this assignment as if it had been given to them as a homework
assignment for an ASL class that they were taking. After the participant indicated
that he or she understood the assignment, the researcher allowed them to work along
for approximately 20 minutes to prepare. (Students in ASL classes will generally plan
what they are going to say, before they make a video recording for a homework assign-
ment.) The students were given access to the National Technical Institute for the Deaf
online video dictionary,5 a student edition of the Signing Naturally textbook, and other
hardcopy ASL dictionaries.

As soon as they were finished with this preparation, the participants began record-
ing the sentences. Participants sat on a stool 1.5 meters from a video camera on a
tripod, which was at a height of 1.5 meters. The camera was connected to a Windows
computer running recording software that saved each video (at 1920×1080 resolution
at 30 frames-per-second) into a designated folder on the computer.

During the recording process, participants signed each of the 12 individual items
on the homework assignment, one at a time, with short breaks in between. The re-
searcher started and stopped the recording software for each of the items. These short
breaks allowed the participants to look at their notes (created during the preparation
period) and to prepare themselves for recording the next utterance. The students were
instructed to begin and end their signing with their hands on their laps so that it would
be obvious when the signing began and ended. Participants were also reminded to look
into the camera while signing and to keep their homework paper on a nearby stool
out of the camera’s view. (ASL instructors generally ask that students look into the
camera when creating homework assignments and do not read from their notes while
recording.)

The researcher waited until the participant indicated that they were ready to record
an utterance, started the recording, and then told the participant to begin. Once the
participant was done signing the utterance (putting their hands on their lap), the
researcher stopped the recording and checked that the video file was saved properly.
After each item, if participants were not satisfied with their recording, then they were
given the opportunity to rerecord the utterance as many times as needed until they
were satisfied. However, participants were not allowed to view their recordings (they
had to decide if they were happy with their performance based on their own memory).
The rationale for not allowing participants to see their recordings at this time was
that viewing their own recording was later used as the VIDEO feedback condition in
“Recording Session B,” described in Section 5.4.

After the 12 recordings were completed, the participants were compensated and
asked if they would be willing to return at a later date for “Recording Session B.”
Since all the “Session A” participants indicated that they would return for “Session B,”
minimal debriefing was done at this time (to avoid revealing to the participants the
purpose of the study).

5.2. Analysis of Videos from Recording Session A

In the next step of the study, the students’ videos from the Recording Session A were
analyzed by a professional ASL interpreter who had over 100 hours of experience at
analyzing videos of ASL to identify linguistic occurrences. The work of this expert was
one of the Wizard-of-Oz phases of this study; specifically, the expert was simulating the

5https://www.rit.edu/ntid/dictionary/.
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work of the future automatic video-analysis software (operating within the near state-
of-the-art of ASL recognition, see Cooper et al. [2011]). To keep the expert’s activities
within realistic limits of the future automatic system, the expert was only permitted to
identify specific categories of errors (on a short list of error types that we expected our
future automatic system to be able to identify). In addition, the expert was asked to
note the timespan in each video (beginning and ending frame of video) when the error
occurred.

As we explained in Section 2, our educational tool would complement (but not re-
place) the high-quality feedback from a human ASL instructor, who could consider the
meaning that the student intended to convey. Given these limitations, we expect that
our system would be able to identify a specific set of linguistic errors, for example,
including some of the following:

—A student has incorrectly omits (or performs at the wrong time) an ASL facial ex-
pression for conveying questions, topics, negation, or time-phrases, which are lin-
guistically required, as discussed in Section 4.1.

—The student has a lack of smoothness of movement, as characterized by overly large
movements, stilted or halting movements, etc.

—The student uses incorrect hand location or orientation during fingerspelling.

Notably, since we do not expect that our automatic system would fully understand
all of the signs performed by the student, our list of error codes does not include any
semantic or word-order errors. Table I contains a brief listing of some of the error codes
used in this study, and a longer listing appears in Table IV in the Appendix.

Given the short time duration of the videos in this study, each video was labeled with
exactly two codes. In 18% of the videos collected during Recording Session A, the expert
was not able to identify two errors in the student’s video that matched our set of codes.
In this case, the expert labeled a correct aspect of the video, using a pre-determined set
of “correct codes” (see codes with names beginning with “correct” in Table I or Table IV)
so that every video was annotated with two codes total. We anticipate that our future
system would also provide feedback about specific aspects of a video that were correctly
performed.

Because no feedback information would be provided for recordings in the VIDEO
condition, it was actually not necessary to identify specific linguistic errors in the
recordings for the purpose of producing stimuli (Section 5.3). However, in support of
later “scoring” of videos (as described in Section 5.5), it was necessary to identify two
linguistic properties of each video that would be a focus of this later scoring process.

5.3. Preparation of Stimuli to be Shown during Recording Session B

In order to further simulate, in a Wizard-of-Oz style, the operation of an automatic
system for providing feedback to students, a member of our research team used video
editing software to produce individualized feedback videos for each of the 8 participants
from Recording Session A. The input to this process was the set of videos from Session A
(Section 5.1) and the error codes and timing (Section 5.2) provided by the expert. With
this information, the researchers produced video stimuli in three conditions to be shown
to participants during Recording Session B (Section 5.4).

As we mentioned previously, for each participant, their 12 short videos were parti-
tioned into three groups (4 per group). Each group was assigned to different condition
(VIDEO, NOTES, POPUP). The assignment was determined prior to participant re-
cruitment, ensuring videos were balanced across conditions and that conditions were
presented to participants in a rotated order.

To produce the stimuli for the VIDEO condition, we simply re-used the video record-
ings collected during Recording Session A, without any modification. Figure 2 shows a
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Table I. Brief Listing of Examples of Error Codes and Correct-Usage Codes Used
for Analyzing Students’ Recordings

Code Description

Onscreen message
displayed to student

in FEEDBACK
conditions (NOTES

and POPUP)

Where the arrow
should aim for POPUP

stimuli
error_topic_beginning Did a Topic facial

expression begin too
far from a clause
boundary?

TOPIC facial
expressions must start
at the beginning of the
clause.

Face

error_point_gaze Is the signer
performing a pointing
sign without eye-gaze
aimed at that
location?

The first time you
point to a location in
space (to refer to
someone or
something), your eyes
should look at the
location.

Face

error_neg_lexical Is the signer
performing a negative
word without a
Negation facial
expression?

You performed a
negative word, but
there was no Negative
facial expression.

Face

error_hands_down Is the signer putting
their hands down too
frequently during the
signing?

You should try to sign
in a fluid manner,
without putting your
hands down too
frequently.

Torso

error_fingerspell_loc Is fingerspelling
happening now with
the hand in an
inappropriate
location?

During fingerspelling,
your hand should be
near your mouth
(without blocking it)
and at the height of
your chin or shoulders.

Hand

correct_contrastive Is contrastive role
shifting (torso swivel)
happening now
correctly?

You appeared to use
good contrastive
structure (torso
movement) during
your signing.

Torso

A complete list appears in Table IV in the Appendix.

Fig. 2. Image from the stimuli shown during the VIDEO condition of the Phase 1 study; the stimuli consisted
of the student’s video from Recording Session A.
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Fig. 3. Images from the NOTES condition in the Phase 1 study; the NOTES stimuli displayed the student’s
video from Recording Session A (i) followed by onscreen messages displayed after the video was finished.

screen image from one of these recordings. While the face of the participant has been
obscured in the images shown in in Figures 2, 3, and 4, the face was clearly visible
during the stimuli shown in our study.

To produce the NOTES stimuli in our Phase 1 study, the researcher used video
editing software to concatenate some still images containing text messages to the end
of the videos from Recording Session A, illustrated in Figure 3. These notes at the end
of the video included messages about the errors made during that particular sentence
recording. We ensured that each text message was displayed for a sufficient amount of
time (several seconds) and was in a large font size for comfortable reading. The text
of this message was based on the error code (see Table I or Table IV), and it was not
customized for the particular participant’s video. In this way, the use of “fixed” error
messages as feedback to the student was meant to simulate the type of feedback that
we expect the future system to perform. In this way, the stimuli-creation work in this
phase is another Wizard-of-Oz aspect of the study.

To produce the POPUP version of the stimuli, Camtasia Studio6 was used to add
pop-up messages to the videos from Recording Session A, to identity errors made
during signing. Each message included an arrow pointing to part of the signer’s body
(e.g., face, hands, torso, etc.). The location on the body where the arrow pointed was
based upon the error code, as show in Table I. The text of these pop-up messages was
identical to the text used in the feedback presented at the end of the NOTES stimuli.
The timing of the pop-up messages was based on the information provided by the expert
(Section 5.2). As in the NOTES stimuli, to ensure that participants had sufficient time
to read the messages, as well as observe the respective video segment, effects such
as slow-motion and freeze-frame were employed. The font size was set large enough
for comfortable viewing on the display monitor used during the Recording Session B
(Section 5.4). In addition to the pop-up messages displayed during the student’s
recording, the videos in the POPUP condition also contained summarizing notes at the
end of the video, identical to those shown in the NOTES condition. Figure 4 contains
some images of the pop-ups shown during the video. Example stimuli from our study
are available in the Online Appendix for this article on the ACM Digital Library.

5.4. Collection of Student Videos during Recording Session B

The same set of eight participants who had participated in Recording Session A were
invited back to the laboratory to participate in Recording Session B. When they were
at the laboratory during Recording Session A, many students had made hand-written

6https://www.techsmith.com/camtasia.html.
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Fig. 4. Images from the POPUP condition in the Phase 1 study; the POPUP stimuli displayed the student’s
video from Recording Session A with overlaid messages (i) followed by onscreen messages displayed after
the video was finished (with content identical to the overlaid “popup” messages shown earlier in the video).

notes on the homework paper while they were planning their ASL sentences, and so
these sheets were retained by the researcher and given back to the participant during
this “Recording Session B.” After completing another set of informed consent paperwork
and briefly reviewing their homework assignment paper from Recording Session A, the
participants were ready to begin recording.

The camera setup and distance was identical to that during Recording Session A,
with one difference: a 27-inch LCD monitor was placed directly below the camera so
that the participant could be shown videos immediately prior to their performing each
ASL sentence to be recorded. Before re-recording each of the 12 short videos for the
homework assignment, the researcher showed the participant a feedback video, in one
of the three conditions: VIDEO, NOTES, or POPUP. To be clear, the videos shown
to each participant showed that participant – that is, Participant “A” saw videos of
herself from Recording Session A (with feedback added to the videos, depending on
the condition), and Participant “B” saw videos of himself from Recording Session A.
The video display monitor was turned on only to play the stimulus video and was shut
off shortly after so that it would not distract the participants while they were making
their recordings.

At the end of the recording session, participants answered 0-to-10 scalar response
questions about their subjective impression of the quality of each type of stimuli
(VIDEO, NOTES, and POPUP) presented during the study, with 10 representing the
best quality. Participants were asked to assign a score to each of the three conditions
in the study.

5.5. Evaluation of Videos from Recording Session A and Recording Session B

An experienced ASL instructor (second author) evaluated the student videos from
Recording Session A and from Recording Session B. This instructor is a professor and
director of a Deaf and Hard of Hearing Education program at CUNY Hunter College
and has been teaching university ASL courses for almost two decades. She works in
New York City and was not present for the recording sessions in Rochester (several
hours away). Prior to sending her the videos, the research team at RIT randomly sorted
and renamed the video files, to hide whether each video was collected from Recording
Session A or from Recording Session B.

Rather than assigning an overall holistic score to each video, instead, our evalu-
ation was targeted to focus on the specific linguistic properties that had been men-
tioned in the feedback messages in the stimuli. So, for each video, the instructor
was asked to assign a score for two linguistic characteristics of the video. These
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Table II. Subjective Evaluation Scores for Each Condition

FEEDBACK
Participant VIDEO NOTES POPUP

“A” 10 10 10
“B” 3 7 9
“C” 6 7 7
“D” 1 5 8
“E” 5 7 9
“F” 3 9 10
“G” 3 5 10

properties were selected based on the error or correct-usage codes assigned to that
video during the expert analysis (Section 5.2). Across all videos in the study, the ASL
instructor was asked to assign a numerical score (on a 0-to-10 scale) for these linguistic
aspects of some recordings (two aspects per video): Pointing, Hands-Up-When-Signing,
Size-of-Signing, Topic, Wh-Question, Negation, Yes-No-Question, Time-Transition,
Contrastive-Structure, Looking-at-Camera, Smoothness, and Fingerspelling. For ex-
ample, if a video had been labeled with codes relating to the Topic facial expression
(e.g., error_topic_beginning in Table I) and Pointing (e.g., error_point_gaze in Table I),
then the instructor assigned a numerical score (on a 0 to 10 scale) for the Topic and
Pointing linguistic properties for that video. To evaluate the Topic property, the in-
structor judged whether the signer performed the topic facial expression correctly, at
an appropriate time. To evaluate Pointing, the instructor judged whether the signer
pointed to locations in space when signing to represent entities under discussion,
whether eye-gaze was used correctly during this pointing, whether the signer was con-
sistent in the locations that were pointed to, and whether the signer used the correct
hand shape for pointing, etc.

The instructor assigned scores of 9–10 for videos with all or almost all grammatical
features correctly used, 7–8 when most of the features correctly used, 5–6 when some
features correctly used, and 0–5 when few to no features correctly used (or missing).
The average of the two grammatical features for the video was the final score. For
example, if the instructor assigned a score of 8 for Topic and 6 for Pointing, then the
video received a score of 7. To evaluate the degree to which a student’s performance
changed from Recording Session A to Recording Session B, we subtracted the score
from the Recording Session A video from the score for the Recording Session B video.
For instance, if the student’s Session A video received an overall score of 7 and the
Session B video (for that same homework item) received a score of 9, then the student
had a 2-point improvement in the score.

5.6. Results and Comparisons from the Phase 1 Study

This section presents the results of our comparison of the three feedback conditions
based on the participants’ subjective preferences and the overall improvement in their
signing during the Phase 1 study. Table II presents the responses from participants
at the end of the Phase 1 study when they were asked to rate “the quality of this
feedback, on a 0-to-10 scale (10 = best)” for each of the three conditions in the study:
VIDEO, NOTES, and POPUP.

Hypothesis H1a considered whether students reported a subjective preference
for videos that provide feedback about their signing (FEEDBACK), compared to
a video of themselves signing (VIDEO). Median response for FEEDBACK videos
(union of NOTES and POPUP videos) was 8.5, and the median for VIDEO was 3.
The distributions in the two groups differed significantly (Mann-Whitney U = 16.5,
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Fig. 5. Boxplots of improvements in ASL instructor scores for student’s videos from Recording Session A to
Recording Session B for the VIDEO condition and for the FEEDBACK condition (NOTES+POPUP).

nFEEDBACK = 16, nVIDEO = 8, p < 0.05). Thus, Hypothesis H1a was supported: Videos
with feedback information received higher subjective scores from ASL students.

Hypothesis H1b considered whether students reported a subjective preference
for videos that provide time-synchronized feedback (POPUP), compared to non-
synchronized (NOTES). Median response for POPUP was 9.5, and for NOTES, 7. The
distributions in the two groups differed significantly (Mann-Whitney U = 11, nNOTES =
8, nVIDEO = 8, p < 0.05). Thus, Hypothesis H1b was also supported: Students gave
higher scores for POPUP.

Hypothesis H2a considered whether, when an instructor evaluates students’ ASL
performances “before” and “after” they viewed a video, there was a significantly greater
improvement when the video provides feedback about their signing (FEEDBACK),
as compared to just a video of themselves signing (VIDEO). Figure 5 displays these
improvements in ASL instructor scores; the box indicates quartiles, whiskers indicate
1.5 inter-quartile ranges, and asterisks indicate outliers.

Hypothesis H2a was supported. A two-sample t-test, t(df = 71) = 3.49, p = 0.0008. The
scores for students’ recordings showed a greater improvement when students were
shown a feedback message, as compared to simply being shown the video of their ASL
signing from round 1.

Hypothesis H2b was not supported. A two-sample t-test did not reveal a significant
difference in the improvement of the scores for the student videos in the NOTES vs.
POPUP conditions. Notably, students gave higher subjective scores for POPUP (H1b).

Informally, at the end of the Phase 1 study, some participants mentioned to the
researcher that they didn’t understand some of the linguistic terms used during the
on-screen messages displayed in the NOTES or POPUP condition. We had originally
selected the terminology used on those feedback messages (see Table IV) based on
similar terms used in ASL curriculum commonly used in U.S. universities, but we can
report anecdotally that some participants did not find the terminology understand-
able. In hand-written feedback comments collected from participants at the end of the
Phase 1 study, three participants mentioned that the text of the feedback messages
weren’t specific or clear enough for them to understand. For example, one commented
“Information was rather vague. Use less technical terminology.” In addition, four par-
ticipants requested a video or photograph to be shown of what they should have done
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in order to correct the error; specifically, they requested some type of illustration of how
they should perform the correct facial expression. For example, one participant com-
mented “I didn’t know what facial expression goes with a time/if sign. If an example or
picture could be added to the feedback to show the proper facial expression that would
be awesome.”

6. PHASE 2 STUDY

As discussed above, some of the feedback comments from participants in the Phase 1
study suggested alternative design variations that would make the feedback of the
POPUP stimuli more useful to students, such as:

—Alternative terminology for describing the ASL language errors to make it more
understandable to students (e.g., avoiding linguistic jargon or giving specific direction
as to how to improve the performance).

—Providing an image of a “correct” performance of specific types of ASL facial expres-
sions, which are mentioned in corrective feedback comments, to make it easier for
students to improve their performance.

To further investigate these design options, we conducted a follow-up study to dis-
play variations in the feedback messages along these lines. In this “Phase 2” study,
we elicited subjective ratings (and feedback comments) from ASL students about the
understandability of the messages and the students’ subjective preference for three
variations (which previously listed briefly in Section 3.2):

POPUP: This feedback condition was identical to the POPUP condition presented in
the Phase 1 study.

SIMPLE: This feedback condition was identical to the POPUP condition, except that
some of the linguistic terminology used in the on-screen messages was
further simplified. We removed any complex linguistic “jargon,” and we
replaced it with simpler text.

PHOTO: This feedback condition was identical to the SIMPLE condition, except that
photos were added to the on-screen feedback to illustrate specific aspects
of ASL grammar. So, the complex “jargon” was removed, and, in addition,
photographs were displayed onscreen showing correct performance of the
facial expression, correct hand location during fingerspelling, or eye-gaze
during pointing.

6.1. Hypotheses for Phase 2 Study

Our Phase 2 study allowed us to examine an additional pair of hypotheses related to
the use of simplified language on feedback messages and the use of photo illustrations.
Since during our Phase 1 study, Hypothesis H2b was not supported (we did not measure
a difference in student performance in the POPUP vs. NOTES condition), we decided
to focus on participant’s subjective preferences in this Phase 2 study. To keep the
nomenclature in this article consistent, we have numbered these additional hypotheses
with “3.”

Hypothesis H3a: Students will report a subjective preference for videos that use
simplified terminology when providing time-synchronized feedback
messages about their signing (SIMPLE), as compared to feedback
using more technical terminology (POPUP).

Hypothesis H3b: Students will report a subjective preference for videos that in-
clude a photo illustration of correct ASL performance when pro-
viding time-synchronized feedback messages about their signing
(PHOTO), as compared to messages with identical text but with-
out photo illustrations (SIMPLE).
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Fig. 6. Comparison of the text that appeared in onscreen messages from the videos in the POPUP (a,
c) and SIMPLE (b, d) condition in the Phase 2 study, for error codes error_topic_beginning (a, b) and
error_hands_down (c, d) as listed in Table IV.

6.2. Stimuli for Phase 2 Study

To produce stimuli for the Phase 2 study, we selected a set of 12 videos from a participant
in the Phase 1 study, and we produced three versions (POPUP, SIMPLE, and PHOTO)
of each of the 12 videos (for a total of 36 stimuli videos for use in the Phase 2 study).

For the POPUP stimuli, since four of these short videos had already been produced
in the POPUP condition for use in the Phase 1 study, no additional work was required
for those four videos. For the remaining eight videos, we added on-screen pop-up style
messages to indicate the errors (or correct elements, if two errors could not be found)
for each video, using the Camtasia Studio software, as was done in the Phase 1 study.
Table IV in the Appendix contains details about the on-screen messages displayed and
where the arrow graphic pointed for each pop-up message.

After having produced POPUP versions of all 12 short videos, we modified each
stimulus to produce a SIMPLE version. The timing and graphical-style appearance of
the onscreen messages was identical between the POPUP and SIMPLE conditions: The
only difference was that the terminology of the text messages was somewhat simplified,
with an effort to avoid any technical linguistic jargon. For example, an onscreen mes-
sage mentioning a “clause” was adjusted so that it used the term “sentence” instead,
which while not as precise linguistically, was sufficient for the onscreen message. Ta-
ble IV in the Appendix contains a full set of text messages shown in the POPUP and the
SIMPLE conditions of the study. Figure 6 displays some examples of the POPUP and
SIMPLE conditions side-by-side for comparison; although the face of the participant is
blurred in the photographs in this figure, the face was clearly shown during Recording
Session C in the Phase 2 study.

After having produced the SIMPLE versions of all 12 short videos, we modified each
stimulus to produce a PHOTO version. The timing and text content of the onscreen
messages was identical between the SIMPLE and PHOTO conditions: The only dif-
ference was that a photograph was added to the screen that illustrated a correct ASL
performance related to the topic of the onscreen message. For instance, if the onscreen
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Fig. 7. Examples of onscreen feedback messages shown during the PHOTOS condition during the
Phase 2 study, for error codes: error_fingerspell_location (a), error_point_gaze (b), error_ynq_end (c),
error_whq_lexical (d) as listed in Table IV.

message mentioned a particular type of facial expression (e.g., Negation), then a photo
of a fluent signer performing this facial expression was displayed on the screen. If
the onscreen message mentioned using eye-gaze to look at the location where pointing
or holding your hand in correct location/orientation when performing fingerspelling,
then a photograph demonstrating proper eye-gaze or hand position was shown. Given
the wide-screen proportion of the video image, there was sufficient space for this pho-
tograph to be overlaid on the video without blocking the human signer; typically the
photo was placed on the opposite side of the human signer as the on-screen pop-up mes-
sage, as shown in Figure 7. The demonstration images were drawn from photographs
of fluent ASL signers appearing in guide materials from a linguistics research project
at Boston University [MacLaughlin et al. 2000] and still images taken from an online
video performance of a fluent ASL signer [Bahan 2016].

6.3. Recruiting Participants for the Phase 2 Study

In a similar manner to which participants were recruited for the Phase 1 study, our
research team advertised for the study (conducted 1 year later) through email messages
sent to students at RIT who were currently enrolled in their second semester of ASL
courses (or who had recently completed their second ASL course). Our nine participants
in the Phase 2 study consisted of six women and three men, and all of them were RIT
students pursuing undergraduate degrees. The students ranged in age from 18 to 25.
None of the participants had deaf family members. Seven of the participants described
themselves as “hearing,” and two, as “hard of hearing.” These two hard-of-hearing
students had only begun studying ASL within the past 2 years; they did not grow up
using ASL.

6.4. Collecting Data during Phase 2 Study, Recording Session C

The methodology for the Phase 2 study was simpler than that used in Phase 1. Specifi-
cally, the participants only visited the lab on one occasion: They were provided with an
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Table III. Subjective Evaluation Scores for Each Condition

Participant POPUP SIMPLE PHOTOS
“Z” 8 8 9
“Y” 6 2 9
“X” 5 5 10
“W” 10 10 9
“V” 5 5 9
“U” 7 8 9
“T” 5 8 9
“S” 2 4 8
“R” 10 8 10

ASL homework assignment (same homework assignment as used in Phase 1), and they
were given 20 minutes to prepare to record a video of themselves. The placement of the
camera and the video display screen in front of the camera was identical to that used
during Recording Session B in the Phase 1 study. Prior to the participant attempting
to record each of the 12 items on the homework assignment, a video was displayed
showing a student attempting that homework assignment with on-screen feedback
messages displayed onto the screen in one of the three feedback conditions POPUP,
SIMPLE, or PHOTOS. After viewing each stimulus, the participant was video-recorded
while they attempted each of the 12 items on the homework assignment.

Similar to the Phase 1 study, each participant in Phase 2 saw videos in all three
conditions: four videos in the POPUP condition, four in SIMPLE, and four in PHOTOS.
Latin squares were used to assign conditions to each video that was displayed during
the study, with each participant seeing videos 1–4 displayed in the same condition
(POPUP, SIMPLE, or PHOTOS), videos 5–8 in the same condition, and videos 9–12
in the same condition. At the end of the study, participants were asked a subjective
feedback question about each of the three feedback conditions.

Unlike the Phase 1 study, in which we subsequently had an expert ASL instructor
score the students’ homework submissions, our Phase 2 study focused only on partici-
pant’s subjective preferences. We still asked the participants to attempt the homework
assignment and produce video-recordings in order to simulate the experience of looking
at these videos as part of the process of preparing and creating homework assignment
videos; however, the videos produced by participants were not evaluated as part of
this study. The rationale was that the results of Phase 1 did not reveal any difference
in performance scores between NOTES and POPUP; so, we decided to focus only on
subjective preference in the Phase 2 study.

6.5. Results of the Phase 2 Study

This section presents the results of our comparison of the three feedback conditions
(POPUP, SIMPLE, and PHOTOS) based on the participants’ subjective preferences
during the Phase 2 study. Table III presents the responses from participants at the end
of the study when they were asked to rate “the quality of this feedback, on a 0-to-10
scale (10 = best)” for each of the three conditions: POPUP, SIMPLE, and PHOTOS.

Hypothesis H3a considered whether students reported a subjective preference for
videos that use simplified terminology when providing time-synchronized feedback
messages about their signing (SIMPLE), as compared to feedback using more technical
terminology (POPUP). Median response for POPUP videos was 6, and the median for
SIMPLE was 8. No significant difference was observed in the distributions of scores
(Mann-Whitney U = 44.5, nPOPUP = 9, nSIMPLE = 9, p > 0.05). We were unable to reject
the null hypothesis: Hypothesis H3a was not supported.
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Hypothesis H3b considered whether students reported a subjective preference for
videos that include a photo illustration of correct ASL performance when providing
time-synchronized feedback messages about their signing (PHOTO), as compared to
messages with identical text but without photo illustrations (SIMPLE). Median re-
sponse for SIMPLE was 8, and for PHOTOS, 9. The distributions in the two groups
differed significantly (Mann-Whitney U = 14, nSIMPLE = 9, nPHOTO = 9, p < 0.05). Thus,
Hypothesis H3b was supported: Students gave higher scores for videos in the PHOTOS
condition, as compared to the SIMPLE condition.

Some of the written feedback comments from participants collected at the end of the
study helped to explain why the SIMPLE condition was not significantly preferred to
the POPUP condition. Some participants felt that the wording used in the SIMPLE
condition was less precise or less informative than that in the POPUP condition; for
instance, Participant S commented, “The notes made were unclear as what the signer
did wrong (not easy to understand wording).” Participant U said that the SIMPLE
version of the videos “did not show how to fix the problem.” Many participants reported
difficulty in noticing the difference between the SIMPLE and POPUP conditions. Par-
ticipant U wrote, “I could not tell the difference between the [POPUP] version B and
[SIMPLE] version C.” When comparing the POPUP and SIMPLE conditions, Partici-
pant V indicated that they “weren’t very different from each other.” Participant S said
that they “felt the same and weren’t very helpful.”

Participants commented that the time-synchronized nature of the feedback mes-
sages was helpful, which is in line with the results of the Phase 1 study. For example,
Participant V said, “I liked how it was times when mistakes happened.” Participant
U noticed that the speed of the video was often slowed when a feedback message was
displayed, commenting, “I liked how it slowed down during mistakes and reviewed
them at the end.” However, some participants wanted to have more control over the
video speed, e.g., Participant V commented “Make it easier to slow down feedback, it’s
hard to process ASL guidance as an inexperienced signer.”

As indicated by the significant results presented above in regard to Hypothesis H3b,
in general, participants liked the images in the PHOTO condition. In regard to the
PHOTOS videos, Participant X said “I really liked the examples of how it should look
done by a professional. Just knowing there’s an error without seeing the correction is
frustrating so that was great.” In fact, some participants advocated for additional forms
of visualization be provided to help illustrate the feedback, including video. Participant
Y suggested that “video feedback showing how to do the sign or facial expression
correctly would be even better than pictures,” and Participant S recommended that we
use “short video clips to explain the notes.”

7. CONCLUSIONS AND FUTURE WORK

The goal of our research is to benefit ASL students by enabling them to review and eval-
uate their signing skills through automatic, immediate, outside-of-classroom feedback.
Such a tool may provide students with additional time-flexibility (reducing dependence
on arranging meetings), which may benefit busy students, such as new parents. Ulti-
mately, the creation of new educational technologies for learning ASL may benefit deaf
and hard-of-hearing individuals through the promotion of sign language education
among parents, caregivers, or colleagues.

Our Phase 1 study compared three methods of presenting feedback, inspired by cur-
rent approaches used by ASL students (Section 2), and we found that students gave
higher subjective scores to videos with text-based feedback messages about their er-
rors or correct-usage. As evaluated by an ASL instructor, the students who received
feedback messages also showed greater improvements in their signing (when we com-
pared videos from Recording Session A and B). This finding suggests that the set of
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error and correct-usage codes used in this study were sufficient for providing beneficial
feedback to the participants. Since these feedback “codes” were limited (they did not
include errors based on the meaning of the student’s video, they were not based on full-
understanding of what they were signing, and they did not provide feedback messages
that were specifically customized to the words of the student’s video), this is a useful
finding. It suggests that a future automatic video analysis system based on this type
of feedback would be useful for ASL students.

In our Phase 1 study, participants gave higher subjective scores to those videos that
presented the text-based feedback in a time-synchronized manner with their video.
And in the Phase 2 study, we found that participants gave higher subjective scores
to videos that illustrated the feedback with photographs of correct ASL performance.
These findings suggest how our future educational tool should function: Specifically,
it is useful for the system to identify the specific times during the video when errors
occur, so as to support time-synchronized feedback for students. Further, it is important
that the system show the student visually how to perform the ASL facial expression or
movement correctly; for instance through images provided onscreen.

While the focus of our research project is the creation of an automatic educational
tool for students learning ASL, in order to conduct the studies in this article, we had
to simulate our future automated system. Thus, it was actually human “wizards” who
produced the feedback for the student, in this Wizard-of-Oz prototype evaluation. Given
that we were actually studying how students reacted to feedback that was generated by
humans, our findings may also have implications for sign language educators or edu-
cation researchers. Specifically, our findings may suggest how students would respond
to various forms of communicating feedback information on their ASL performance,
whether that feedback is produced by an automated system or by an ASL instructor.
Given the increasing popularity of university courses on ASL [Goldberg et al. 2015],
including online courses, understanding how to effectively convey feedback to ASL
students electronically is increasingly important. Based on our results, it seems that
students prefer time-synchronized feedback on videos of their signing, and they also
benefit from visual illustration of how to perform aspects of ASL correctly when they
correct these errors.

7.1. Limitations of this Research and Plans for Future Work

One limitation of the Phase 1 and Phase 2 studies was the relatively small number
of users. While some statistically significant differences were observed (and the pop-
ulation size was above customary minimums for application of the statistical tests
employed in the study), it would be valuable to reproduce this study with a large
number of ASL students in future work.

An addition limitation in our Phase 1 study (which considered the improvement
in participants’ signing performance) was that a single ASL instructor performed the
evaluation of the student videos. To address this, we made use of a blind-evaluation
approach in which a highly experienced evaluator judged the video quality on a list
of specific criteria, but, of course, in future work, we could replicate this study with
additional ASL instructors independently evaluating the student videos.

A fundamental limitation of the two studies presented in this article is the risk
that the Wizard-of-Oz enactment of our automatic feedback system may not accurately
reflect the future system. To minimize this risk, we made use of a detailed table of error-
codes, on-screen messages, and standardized appearance of feedback on the stimuli
videos. However, the decision of where and when to display feedback was based upon
an expert who viewed the video and determined when specific error codes applied to
each video. In the future automated system, the software may make some errors when
analyzing student’s recordings; in a future study, it would be useful to examine whether
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students’ preferences for onscreen feedback differ when there are errors in the provided
information. Further, in our Phase 1 study, we needed to ask students to return on a
second occasion (Recording Session B) to provide them with a video showing feedback;
in our future automatic system, the feedback would be more instantaneous than we
were able to provide in this Wizard-of-Oz setting. Given these limitations, in future
work, we plan to explore how students respond to feedback messages from an automatic
system. Therefore, a major aspect of our future research will be our continuing efforts
to design and develop software capable of automatically identifying errors in students’
videos. Our research team at RIT is collecting and linguistically analyzing videos of
ASL students and experienced ASL signers, is being provided to collaborators at CUNY
who will be using this data to train computer vision algorithms for sign language
recognition. When initial prototypes of this technology are ready, we intend to replicate
the feedback studies presented in this article with the working system.

APPENDIX

Table IV. Complete list of the Error Codes and Correct-usage Codes Used For analyzing Students’
Recordings during the Phase 1 and 2 Studies, with Information About the Onscreen Messages

in the NOTES, POPUP, SIMPLE, and PHOTOS Conditions

Code Description

Onscreen message
text displayed to

student in NOTES
and POPUP
conditions

Onscreen message
text displayed to

student in the
SIMPLE or

PHOTO conditions
(Phase 2)

Where the
arrow should

aim for pop-up
messages

error_cond_lexical
Did the signer
perform a time or
“if” word without
a conditional
facial expression?

If you want to
mention a time or
and if at the
beginning of a
clause, you should
use a TIME/IF
facial expression.

Use a “time/if”
facial expression at
the beginning of a
sentence when
mentioning a time
or an “if” phrase.

Face

error_eye_camera Did the signer fail
to look at the
camera
appropriately?

Your eyes should
look at the camera
most of the time
when making an
ASL video.

Look at the camera
most of the time.

Face

error_fingerspell_
loc

Is fingerspelling
happening now
with the hand in
an inappropriate
location?

During
fingerspelling,
your hand should
be near your
mouth (without
blocking it) and at
the height of your
chin or shoulders.

Place your hand
near your chin
when
fingerspelling,
without blocking
your mouth.

Hand

error_fingerspell_
handshape

Is fingerspelling
happening now
with the hand in
an inappropriate
handshape?

During
fingerspelling, you
should be careful
to perform the
hand shapes
accurately.

Use ASL alphabet
handshapes when
fingerspelling.

Hand

error_fingerspell_
movement

Is fingerspelling
happening now
with the hand in
an inappropriate
movement?

During
fingerspelling, you
should avoid
unnecessary
movements of the
hand.

Your hand should
remain near your
chin when
fingerspelling,
without blocking
your mouth.

Hand

(Continued)
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Table IV. Continued

Code Description

Onscreen message
text displayed to

student in NOTES
and POPUP
conditions

Onscreen message
text displayed to

student in the
SIMPLE or

PHOTO conditions
(Phase 2)

Where the
arrow should

aim for pop-up
messages

error_hands_
down

Is the signer
putting their
hands down too
frequently during
the signing?

You should try to
sign in a fluid
manner, without
putting your
hands down too
frequently.

Sign in a smooth
way without
placing your hands
down too
frequently.

Torso

error_hands_
large

Is the signer using
overly large or
exaggerated
movements?

It is not necessary
to make large or
exaggerated
movements.

Your signs should
not be too big.

Torso

error_neg_lexical Is the signer
performing a
negative word
without a
Negation facial
expression?

You performed a
negative word, but
there was no
NEGATIVE facial
expression.

Use a “negation”
facial expression
when performing a
negative word.

Face

error_point_gaze Is the signer
performing a
pointing sign
without eye-gaze
aimed at that
location?

The first time you
point to a location
in space (to refer
to someone or
something), your
eyes should look
at the location.

The first time you
point to a location,
you should look
there.

Face

error_topic_
beginning

Did a Topic facial
expression begin
too far from a
clause boundary?

TOPIC facial
expressions must
start at the
beginning of the
clause.

Use the “topic”
facial expression at
the beginning of
the statement.

Face

error_whq_
lexical

Is the signer
performing a WH
question word
(e.g., WHO)
without
performing a
question facial
expression?

You performed a
question word, but
there was no
QUESTION facial
expression.

Use a “question”
facial expression
when performing a
question word.

Face

error_ynq_
beginning

Is the signer
performing a
YN-question facial
expression that is
not correctly
aligned with the
clause beginning?

YES/NO
QUESTION facial
expressions
should start at the
beginning of the
clause.

The “yes/no
question” facial
expression should
stop at the
beginning of the
question.

Face

error_ynq_end Is the signer
performing a
YN-question facial
expression that is
not correctly
aligned with the
clause end?

YES/NO
QUESTION facial
expressions
should stop at the
end of the clause.

The “yes/no
question” facial
expression should
stop at the end of
the question.

Face

(Continued)
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Table IV. Continued

Code Description

Onscreen message
text displayed to

student in NOTES
and POPUP
conditions

Onscreen message
text displayed to

student in the
SIMPLE or

PHOTO conditions
(Phase 2)

Where the
arrow should

aim for pop-up
messages

correct_cond_if Is a conditional
facial expression
happening now
correctly during a
conditional?

You have correctly
used a TIME/IF
facial expression
at the beginning of
a clause.

You have correctly
used a “time/if”
facial expression

Face

correct_
cond_time

Is a conditional
facial expression
happening now
correctly during a
time-phrase?

You have correctly
used a TIME/IF
facial expression
during a time
phrase at the
beginning of a
clause.

You have correctly
used a “time/if”
facial expression

Face

correct_
contrastive

Is contrastive role
shifting (torso
swivel) happening
now correctly?

You appeared to
use good
contrastive
structure (torso
movement) during
your signing.

You used body
movement
correctly.

Torso

correct_neg Is a negative facial
expression
happening now
correctly?

You have correctly
used a
NEGATIVE facial
expression during
a sentence.

You used the
“negation” facial
expression
correctly.

Face

correct_point Is the signer
looking in the
direction of
pointing when
establishing a
reference point in
space?

You correctly used
eyegaze when
pointing at a
location in space.

You correctly
looked at the
location where you
were pointing.

Face

correct_rhq Is a rhetorical
question facial
expression being
performed
correctly during a
question?

You appeared to
use a
RHETORICAL
QUESTION facial
expression during
a clause.

You used the
“rhetorical” facial
expression
correctly during a
qustion.

Face

correct_topic Is a Topic facial
expression being
performed
correctly at the
beginning of a
clause?

You appeared to
use a TOPIC facial
expression
correctly at the
beginning of a
clause.

You used the
“topic” facial
expression
correctly at the
beginning of a
statement.

Face

correct_whq Is a WH-question
facial expression
being performed
correctly
simultaneous to
the occurrence of a
WH-question
word?

You have correctly
used a
WH-QUESTION
facial expression
during a sentence.

You have correctly
used a “question”
facial expression.

Face
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ELECTRONIC APPENDIX

The electronic appendix for this article can be accessed in the ACM Digital Library.
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