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Abstract. It is observed that most of the infrastructure projects fail to meet their cost and time constraints,

which will lead to a low return on investment. The paper highlights that the present risk management tools and

techniques do not provide an adequate basis for response selection in managing critical risks specific to

infrastructure projects. This paper proposes a risk quantification methodology and demonstrates its application

for an industrial construction project. A case study is used to present an application of the proposed risk

management methodology to help organisations efficiently choose risk response strategy and allocate limited

resources. The research adopts an integrated approach to prioritize risks using Group Technique for Order

Preference by Similarity to Ideal Solution (GTOPSIS) and to quantify risks in terms of overall project delays

using Judgemental Risk Analysis Process (JRAP), and Monte Carlo Simulation (MCS). A comparison between

the results of qualitative risk analysis using GTOPSIS and quantitative risk analysis i.e., JRAP and MCS is

presented. It is found that JRAP along with MCS could provide some powerful results which could help the

management control project risks. The crux of this paper is that the risks are highly dependent on project

schedule and the proposed methodology could give a better risk priority list because it considers slackness

associated with the project activities. The analysis can help improve the understanding of implications of

specific risk factors on project completion time and cost, while it attempts to quantify risks. In turn, this enables

the project manager to devise a suitable strategy for risk response and mitigation.

Keywords. Construction project; project risk management; judgmental risk analysis process (JRAP); group

technique for order preference by similarity to ideal solution and sensitivity analysis (GTOPSIS).

1. Introduction

There is a need of huge investment on Infrastructure in

India, not only to provide basic requirements to the people

of India but also to sustain a healthy economic growth for

the country. Be it roads, water supply, power, sewers,

housing, railways so on and so forth, development of every

such thing require a large amount of money to be invested.

Generating finances for such project is itself a difficult task.

The government of India had planned to spend of around

INR 50 trillion for the 12th five-year plan (2013-17) [1].

While infrastructure has been driving economic growth in

India, it has been noticed that out of 561 projects 242

projects are delayed as on 1st January 2012 [1]. Any delay

in projects relating to infrastructure facilities upsets the

economic feasibility of the projects that depend on them

[2]. It has been noted by Kalady [1] that the industry-

specific projects such as in railways, road and highway,

Shipping and Ports and Steel have time and cost overrun as

98% (83%), 85% (54%), 95% (31%) and 81% (19%),

respectively. This clearly indicates that most of the projects

are failing to achieve their planned objectives in terms of

cost and time.

As evident from time and cost overrun figures, risk

management processes, especially in Indian construction

companies, have huge shortcomings. Also, there is a need

for better portfolio management of risks and opportunities.

This research is an attempt to develop an integrated

methodology for better risk management process, getting

its motivation from the aforementioned issue of high cost

and time overruns.

Due to the presence of risks and uncertainties, inherent in

different stages of projects, many construction projects

have failed to achieve the determined project objectives in

terms of time, cost and quality. Construction projects are

one-off the endeavours with many unique features such as

long period, complicated processes, abominable environ-

ment, financial intensity and dynamic organisational

structures and such organisational and technological com-

plexity generates enormous risks like bureaucracy, delay in
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land acquisition, financial instability, etc. While risks can-

not be eliminated completely, successful projects are those

in which risks are effectively managed [3].

According to Project Management Institute [4], Risk

Management is one of the nine key areas of any project,

which determines the degree of success or failure of any

project. Within the currently accepted view of project

management as a life cycle process, project risk manage-

ment (PRM) can also be seen as a process that goes on in

the project from its conception through its planning, exe-

cution and control phases up to its completion and closure

[5]. An awareness of the status of the project through

reliable forecasts helps keep the project on schedule [2]. A

significant improvement in project management perfor-

mance can be achieved by providing greater attention to all

risk management processes [6].

This research sets two motivations. First, to present that

the literature lacks efforts on quantitative assessment of

risks and selection of an appropriate risk response for

infrastructure projects (see section 2). It is expected that the

methodology proposed by this research can assist practising

managers to gain greater insights into the critical high-risk

areas needing immediate attention. A second motivation is

derived from the fact that no prior research has quantified

the risks and risk response for an Indian construction pro-

ject. This study intends to set the platform for future

research in the area of risk assessment and selection of risk

response strategy for the construction industry. The insights

evolved through an application of the proposed methodol-

ogy to a case of Indian construction industry draws an

attention of practitioners towards key areas of improve-

ments. It is expected that this will facilitate the decision-

makers to evolve better understanding in their respective

areas of operations and evolve risk minimization and mit-

igation plans.

In view of the motivations cited above, the research

reported in this paper proposes a quantitative risk assess-

ment and risk response selection methodology for con-

struction industry. However, in the process to do so, first the

critical risks in a construction industry were identified, and

their significance in various aspects of construction project

were assessed. Finally, applicability of the proposed

method was demonstrated using a real-life case.

The remainder of the paper is structured as follows.

Section 2 contains literature review. Section 3 describes the

methodology adopted for this research. Section 4 presents

data collection and case study. Section 5 provides results

and discussions along with sensitivity analysis. Finally,

section 6 draws the conclusions from our work; followed

by section 7 that deals with further scope.

2. Literature review

Project Management Institute in PMBOK [4] states Project

Risk Management includes identifying, analysing, and

responding to project risk. It includes maximising the

results of positive events and minimising the magnitudes of

adverse events.

Risk assessment has number of objectives [7], It gives an

overview of the general level and pattern of risk facing the

project; it focuses management attention on the high-risk

items in the list; it helps to decide where action is needed

immediately, and where action plans should be developed

for future activities; and it facilitates the allocation of

resources to support management’s action decisions.

Kutsch and Hall, [8] state that beyond PMI standard there is

a number of other ‘‘best practice’’ project risk management

process such as British Standard Institute (2000), Office of

Government Commerce (2007), UK Association of Project

Management (2005). An overview of main project risk

management processes is presented in table 1.

From the literature review, it is clear that there are two

general approaches widely used in project risk analysis:

qualitative risk analysis and quantitative risk analysis.

Qualitative risk analysis: Qualitative risk analysis is a

process of prioritising risks for further analysis or action by

assessing and combining their probability of occurrence

and impact [4]. Qualitative risk analysis is usually fast and

cost effective means for establishing priority for risk

response and prepares the foundation for quantitative risk

analysis. Commonly used methods for qualitative risk

analysis mentioned are ‘Risk probability and impact

assessment’, ‘Probability and impact matrix’ and ‘Experts

judgment’

Table 1. Best practice PRM process and organizations [8].

Major Steps In Project Risk Management PMBOK – PMI OGC PRAM – APM

Planning Risk Management Planning Context Focus

Define

Identification Risk Identification Risk Identification Identify

Structure

Analysis Risk Analysis Assess – Estimate Estimate

Assess – Evaluate Evaluate

Response Risk Response Planning Plan Plan

Risk Monitoring And Control Implement Ownership

Communicate Manage
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Quantative risk analysis: Quantitative risk analysis is a

process of mathematically analysing the impact of identi-

fied risk on overall project objectives [4]. Quantitative risk

analysis is performed on risks that have been prioritised

using qualitative risk analysis process, as those are poten-

tially the ones which are substantially affecting the projects.

The main quantitative techniques in current use are ‘Sen-

sitivity analysis’, ‘Modelling and Simulation’ and ‘Deci-

sion trees’ [4]. Among this Monte_Carlo Simulation is

more preferred.

Risk response: Risk response is a process of developing

options and actions to augment opportunities and to min-

imise the threat to project objectives [4]. A response is any

action or activity that is implemented to deal with a specific

risk or combination of risks [9]. Risk responses may be

classified into four different categories (risk avoidance, risk

transfer, risk mitigation and risk acceptance) as summarised

in table 2.

A rigorous risk analysis is needed before any project is

ventured upon in order to guarantee its financial and tech-

nical feasibility. It can help to sort out unsound projects and

get minds working together early enough to overcome

difficulties. An improved understanding of the project risks

leads to the formulation of more realistic plans in terms of

cost estimates and programmes. Knowing the extent of the

possible impact that may be caused by the contingent fac-

tors, the parties involved can seek for better allocation of

the risks through the agreement of suitable contract clauses,

or insurance, or training, or securing or other risk response

measures. A positive and rational risk-taking attitude will

result from a carefully prepared risk analysis as the risk-

takers will know where they stand. From another aspect,

risk analysis is very important, because the analysis works

effectively in the negotiation process with the government.

Table 3 presents a review of risk assessment literature and

its development during the past and recent years.

Some of the limitations of the present project risk man-

agement processes are reported in the literature are as

follows:

• The most risk assessment studies focused mainly on

delivering risk ratings, and there is a need of

comprehensive methodology that could help the man-

agement in avoiding construction time overrun [10].

• Risks are different for a different phase of the project,

so, one-time risk analysis is not enough. Moreover, the

severity of risk pertaining to a project varies from

activity to activity [11].

• Risk response selection is mostly made by personal

judgement, and there is no systematic approach to

select the optimum response to the project risks [12].

• There is a need to provide the user with effective tools

and techniques for assessing the risk response actions

in the area of risk management [13].

• The Monte-Carlo Simulation technique is commonly

used to forecast overall project cost and associated

achievable probability based on each activity’s cost

probability distribution [14]. However, it is not

designed to support preventive decisions on individual

risks.

A critical review of the literature has revealed that one of

the limitations of PRM is ‘‘Risk response selection’’ which

is mostly done by personal judgement and there is no

systematic approach to select the optimum response to the

project risks. Ali Hatefi et al state that ‘‘there is still a

significant gap in the literatures in quantification of project

risks. There is a need to provide the user with an effective

tools and techniques for assessing the risk response actions

in the area of risk management’’ [13]. Moreover, the lit-

erature survey reveals that most of the risk analysis tools

and techniques end up prioritising risks without giving us

any clue of potential losses in terms of cost or time delays.

However, the recent trend in literature shows a height-

ened interest in developing quantitative risk analysis and

response selection methodologies. Mariana and Vizzini

presented a deterministic technique for assessing and pre-

venting project risks, by determining the risk of the Work

Progress Status [15]. Zhang constructed an optimisation

model for selecting risk response strategies considering the

expected risk loss [16]. Gladysz et al proposed a PERT-

based mixed linear programming model that supports time-

related project risk response [17]. Nguyen et al proposed a

decision-making tool to help the project manager select a

Table 2. Classification of risk response.

Risk

Avoidance

Involves changing the project management plan to eliminate the threat entirely [4]. Example of risk avoidance is: a

contractor not placing a bid or the owner not proceeding with project funding are two examples of eliminating the

risk totally [35].

Risk Transfer Risk transfer requires shifting some or all the negative impact of a threat, along with ownership of the response, to a

third party. Transfer of risk simply gives another party responsibility of its management; it does not eliminate it [4].

(e.g. Insurances, Guaranties, Sub Contracting)

Risk

Mitigation

Implies a reduction in the probability and/or impact of an adverse risk event to be within acceptable limit. It calls for

early measures to reduce the probability or impact of a risk [4]. (Reduce the probability of occurrence, Reduce

probable consequences)

Risk

Acceptance

This strategy is adopted because it is seldom possible to eliminate all threats from a project [4]. This strategy indicates

that the project team has decided not to change the project management plan to deal with a risk, or is unable to

identify any other suitable response strategy.
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Table 3. A review of risk assessment literature.

Reference Contribution/Focus

Ben-David and Raz, 2001 [36] It presents a model that integrates project work, risk events, and risk mitigation actions and

their effects into a comprehensive framework.

Prasanta Kumar Dey, 2001 [11] Presents quantitative approach to construction risk management through analytic hierarchy

process and decision tree analysis.

Hillson, 2002 [37] Extends the scope of the risk process to include opportunity management explicitly arguing

that the tools and techniques available to risk practitioners seem to focus attention only on

the negative side of risk.

Ward and Chapman, 2003 [38] The paper reasons that a focus on ‘uncertainty’ instead of risk could improve project risk

management. The paper providing a different perspective, including, but not limited to, an

improved focus on opportunity management.

Prasanta K Dey and Ogunlana, 2004 [39] Studies usefulness of risk management tools & techniques in BOT projects through literature

reviews and develops a model for the selection risk management process for BOT

projects.

Ali Hatefi, Seyedhoseini, and Noori, 2007

[13]

Reviews the tools & techniques for risk response action assessment & selection, especially

in the project management environment.

Kasap and Kaymak, 2007 [40] Reviews various methods of risk identification like document review, brainstorming,

checklist technique, interviewing etc. It stresses upon the importance of risk identification

for better risk management.

J. Zhang, Cai, Li, and Mu, 2011 [41] Developed an AHP model is established to prioritize the risk factors in highway tunnels.

Fang, Marle, and Zio, 2011 [19] Proposed a framework of analysis for supporting decision making in project risk response

planning. A genetic algorithm is used as a tool for selecting response actions and

allocating budget reserves.

Prasanta Kumar Dey 2012 [42] Proposed an integrated analytical framework for management of project risks using

combined MCDM technique and decision tree analysis.

Nguyen et al, 2013 [18] Proposed a decision-making tool to help the project manager select the best risk response

strategy. They named the methodology as ProRisk which uses the notions of risk scenario,

treatment scenario, and project scenario to determine the impacts of possible risks

(combined or not) with preventive and/or corrective actions.

Oke and Ugoje, 2013 [43] Proposes a framework the assessment of rework cost of selected building projects in Nigeria.

Acebes et al, 2014 [44] Integrated EVM with risk management using common EVM indicators and MCS, this

allows project managers to detect negative and positive aberrations from planned values,

corresponding to cumulative positive or negative cost/schedule buffers.

Shanmugapriya & Subramanian, 2015

[45]

Here researchers have adopted structural equation model to evaluate the relationship

between enablers of framework European Foundation for quality management (EFQM),

so that quality performance of Indian construction projects could be improved.

Pfeifer, Barker, Ramirez-Marquez, &

Morshedlou, 2015 [46]

They proposed a genetic algorithm to identify those tasks which are mainly responsible for

project risk that lead to delays in the project completion. They found that, due to the

uncertainty in the activity completion time, critical tasks are not necessarily those

belonging to the critical path.

Gładysz, Skorupka, Kuchta, &

Duchaczek, 2015 [17]

Proposed a PERT-based MILP model that supports time-related project risk management

and which, in turn, helps discern between risks those have to be accepted & risks those

can be removed in some way, ensuring that client requirements are satisfied with respect

to project completion time at minimal cost.

Zhang, 2016 [16] This paper provides a methodology to measure the risk interdependence; based on the

analysis of the risk interdependence, they constructed a model for selecting risk response

strategies taking into consideration the expected risk loss & risk interdependence.

Wang & Yuan, 2016 [47] Investigates the effect of dynamic risk interactions on schedule delay in infrastructure

projects, a system dynamics model was developed to investigate risk effects on a project

schedule which was based on the causal loops and the underlying relations among the

variables.

Zhao, Hwang, & Gao, 2016 [48] Proposed a fuzzy-based risk assessment model that calculates the likelihood of occurrence,

magnitude of impact, and risk criticality of a set of risk factors, in order to determine the

most critical ones with respect to the project’s success.

Mohammadipour & Sadjadi, 2016 [49] It proposed a multi objective mixed integer linear programming to minimize ‘‘project total

extra cost’’, ‘‘project total risk enhancement’’ and ‘‘project total quality reduction’’ subject

to time constraint.
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better risk treatment strategy [18]. Fang et al proposed a

quantitative framework of analysis for supporting decision

making in project risk response planning by using Genetic

Algorithm [19]. Our paper is in line with these recent

developments in the field of project risk analysis and

response selection. We link the risk factors to specific

activities of the project network, and thus the impact of

individual risks on the network topology is determined.

The state-of-the-art in the domain of risk quantification

and selection of risk response strategy was revealed pri-

marily to be exploratory, and research has mainly focused

on the development of conceptual frameworks. The efforts

Table 3 continued

Reference Contribution/Focus

Wanjari & Dobariya, 2016 [50] In this paper, three factors were identified, namely, price escalation of raw material, delay in

planned activity, and lack of co-ordination between construction parties, those lead to

significant cost overruns. For this purpose survey was carried out and data was analyzed

using various statistical tools in SPSS.

Muriana & Vizzini, 2017 [15] Addressed risk assessment & management, proposing a technique for risk prevention and

balancing. The technique determines the risk degree of a project through the monitoring

of the actual performances of a set of input factors, and the application of WSM for the

quantification of the risk degree.

Islam et al 2017 [33] A review of fuzzy and hybrid methods those are being used in construction risk management

research is presented. Authors observed a frequent use of fuzzy analytical network

process, however limited by its lengthy calculations, is now being replaced by fuzzy

Bayesian belief network for risk assessment.

Jung & Han, 2017 [51] This paper analyzed thousands of risk data points and claims that risk identification is

significantly correlated to risk assessment and mitigation, however, same is not true with

risk assessment and mitigation.

Malekitabar et al 2018 [52] Assessing risks by risk-scores can be problematic, because may a times marginalized groups

of risks turn out to be significant. Authors’ proposed a robust scoring system which could

ensure that allocated risk factors are neither too high nor too low.

Literature survey:

Risk identification
Risk analysis
Risk response

Risk prioritization
using GTOPSIS

Questionnaire survey 
to estimate probability, 
time, cost.

Ranking of risk factors

Quantitative risk 
analysis using JRAP

Project schedule
Risk-activity matrix
Durational impacts due 
to risks
Probability distribution 
functions for risks

Quantified risks in 
terms of days/months

Sensitivity analysis for 
response selection

Estimates of benefits 
of potential responses 

on the project

Identifying key risks 
for case organization

Figure 1. Research methodology.
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are limited in terms of the development of quantitative risk

assessment and risk response strategy framework. The

major problem in the quantification of risk and developing

risk response strategy is the intangibility associated with

some of the risks and individual subjective preferences in

choosing risk response strategy. To deal with the afore-

mentioned issue, this research proposes a novel methodol-

ogy that integrates Group Technique for Order Preference

by Similarity to Ideal Solution (GTOPSIS), Judgemental

Risk Analysis Process (JRAP), and Monte-Carlo Simula-

tion, that takes into account project schedule as well, while

computing cost and time escalations linked to various risks.

3. Research methodology

There are many qualitative and quantitative risk analysis

processes available to us, but none considers project schedule/

network which is a vital element of any project. It should be

noted that a risk does not affect a project if the activity it is

falling upon is having enough slack associated with it. In view

of this, an integrated approach (as shown in figure 1) is pro-

posed for managing risks in an infrastructure project. At first,

risks were prioritised using GTOPSIS. The output from

GTOPSIS is used as input to JRAP and MCS. Risks with a

lower ranking in GTOPSIS could be eliminated from further

analysis. JRAP along with MCS helps calculate probabilistic

project duration. To quantify risks (in days), JRAP and MCS

along with Sensitivity Analysis are used.

3.1 GTOPSIS methodology

Out of a number of methods used in Multi-Criteria Decision

Making (MCDM) like AHP, ANP, ELECTRE, PRO-

METHE, TOPSIS, etc., one of the methods that can be

more suitable for the risk prioritisation, when there are a

large number of risk factors is TOPSIS. The literature

reports various applications of TOPSIS in a project envi-

ronment. For example, Taylan et al [20] had demonstrated

an application of Fuzzy TOPSIS and Fuzzy AHP for the

risk assessment in construction projects. Chang [21] pro-

posed a decision model based on a combination of fuzzy

AHP and TOPSIS to manage uncertainty and imprecision

of green building project evaluation during the structure

process. Vinodh and Swarnakar [22] have proposed a

hybrid approach based on fuzzy DEMATEL–ANP–TOP-

SIS for lean six sigma projects selection for an automotive

component manufacturing organisation.

GTOPSIS is a modification of TOPSIS where decision

makers are more than one. It is important to have a number of

decision makers and to carry out group decision making

because estimates provided by experts for risk analysis tends

to bring in the bias they already have (towards certain risk

factors). Bringing in group decision subdues this effect while

carrying out risk analysis. Finally, TOPSIS is highly efficient

and suitable for cases where a large number of attributes and

alternatives are present and handy for both subjective and

objective data availability [23]. Although other tools and

technique like Fuzzy TOPSIS could also be used at this stage

of risk analysis, however, we decided to go with GTOPSIS.

The steps of GTOPSIS are listed as below.

3.2 JRAP methodology

The method is called as Judgemental risk analysis process

which was developed by [24]. The method involves a

number of managerial steps and an equation that offers the

variation in each activity’s duration in the schedule. The

features of JRAP make this methodology useful in uncer-

tain conditions of which there are limited historical data.

Step

1

Construct

normalised

decision

matrix for

each expert

r
p
ij ¼

x
p
ij

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn

j¼1
ðxp

ij
Þ2

q ; i ¼ 1 to m; j ¼ 1 to n

Step

2

Construct

group

decision

matrix by

giving

different

weight to

different

expert data

gij ¼
P

k

p¼1

WDp � r
p
ij ; i ¼ 1 to m; j ¼ 1 to n

P

k

p¼1

WDp ¼ 1

Step

3

Construct the

weighted

normalised

appraisal

matrix.

Vij ¼ gij � WCj ; i ¼ 1 to m; j ¼ 1 to n

Step

4

Determine the

positive

ideal and

negative

ideal

solutions,

V?(PIS)

and

V-(NIS),

for group

decision

matrix.

Vþ ¼ fðmax Vijj j 2 JÞ; i ¼ 1 to mg
V� ¼ fðmin Vijj j 2 JÞ; i ¼ 1 to mg

Step

5

Calculate the

separation

measures.

d�
i ¼

P

n

j¼1

ðVij � V�
j Þ2

( )0:5

Step

6

Calculate the

relative

closeness

CL* to the

ideal

solution.

CL�
i ¼ d�

d�þdþ ; i ¼ 1 to m
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This increases its suitability for converting a high level of

uncertainty to risk judgementally [25]. Given that every

construction project has a unique characteristic (that vary

according to the construction type, execution time and its

environment) that differentiates it from even a similar

projects; the methodology has an advantage over the other

methods while carrying out risk analysis. The steps

involved in JRAP are listed as below.

Since JRAP uses judgemental way to determine PDFs,

Roger and Petch [26] provides few guidelines for the

selection of PDFs. This includes:

a) Is it a discrete variable? if yes, try Poisson, or Binomial

(if modelling an ‘either/or’ variable);

b) Is it symmetric and bounded variable? if yes, use the

triangular distribution;

c) Is it asymmetric and bounded variable? if yes, use the

triangular; and if you have no idea about the shape, use a

uniform distribution;

d) Is it an asymmetric and bounded at one end but

unbounded at another end variable? if yes, use expo-

nential or lognormal distribution.

Apart from this, Dawood [24] recommends various PDFs

for different types of risks (as listed in table 4).

The fifth step in JRAP makes use of Monte- Carlo sim-

ulation (MCS) will be used. There are select softwares like

crystal-ball, @risk and other MS-Excel extensions which

can perform MCS. In our analysis @risk (version 6.0) is

used. According to McKenna [27], the steps of Monte-

Carlo Simulation are listed as below.

Step 1: Model

deterministic

time schedule

plan of the

project

Deterministic time schedule plan is basically

‘project schedule’ available with the planners

where we know deterministic activity

durations and all the dependencies of

different activities. The need for the

deterministic model arises from its power of

highlighting the potential project risks.

Step 2: Identify,

classify and

determine

critical risks

To carry out risk identification, any of the risk

identification methods can be employed

namely brainstorming, checklist, literature

survey. Further to determine critical risks any

of the risk prioritising tools like probability

impact matrix, risk probability and impact

assessment, decision tree and MCDM tools

like AHP, TOPSIS can be employed

depending on the availability of data.

Step 3: Assign

probability

distributions:

This step of JRAP is to assign probability

distributions to the identified risks in the

previous step. This can be done by using

experience and engineering judgement in case

there is no historical data to conduct a

detailed statistical analysis. Common

distributions like beta, triangle, exponential,

lognormal, etc. can be used for representing

the critical risks. Note: the type of distribution

can vary from one activity to another activity.

Step 4:

Establishing

activity-risk

factor matrix

and

modelling.

The activity-risk factor matrix can be

established using a combination of historical

data and expert’s judgement. For every

activity, a subset of the set of all the risks is

identified.

According to JRAP: Duration of

activity = Minimum Activity Time ? Risk

Factor Affects, where risk factor affect is the

effective sum of all risks for given activity.

Risk factor effect = [Maximum activity

time - Minimum activity time]*Percentage

affect*Degree of materialisation; percentage

affect suggests what the loss may be if the

given risk materialises to 100%, maximum

activity time can be considered as pessimistic

time as known in PERT analysis. The degree

of materialisation basically is random

numbers for each delay factor which are

generated from a particular representative

distribution. The random values are generated

between minimum and maximum (0, 1) using

the Monte-Carlo simulation technique using

risk distribution assigned in step 3.

Accordingly:

Duration of activity = Minimum activity

time ? [Maximum activity time - Minimum

activity time]

[(PA1*Random1) ? (PA2*Random2) ? (PA3

*Random3) ? ��� ? (PAn*Randomn)]

Step 5: Model

stochastic

time schedule

plan of the

project and

Run Monte-

Carlo

Simulation

MCS uses the activity-risk factor matrix in order

to calculate the variation in activity durations.

Because the duration of every activity

changes stochastically according to the PDF

given to it, the critical path can be different

for every simulation runs. A minimum of

1000 runs can be performed to get

probabilistic project durations.

Step 1: Define domain of

possible inputs

Identify the probabilistic

element and find the

probability distribution for

each. The probability

distribution of a random

variable X is a description of

the probabilities associated

with the possible values of X

Step 2: Generate inputs

randomly from probability

distribution function

Generate a random number from

0 to 1 (using methods like a

linear congruential generator,

multiple recursive generators,

jumping ahead method and

use that to generate random

variate (using methods like

inverse transformation

method, acceptance-rejection

method, composite method,

etc. to each event

corresponding to its
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4. Data collection and case study

The data collection was done through interviews and

reviews from an ongoing industrial project located in

Bangalore. The information gathered was repeatedly dis-

cussed with the senior managers and necessary modifica-

tions were applied through triangulation. The results were

discussed with the senior managers, and subsequent mod-

ifications are accepted.

The prime contractor in the project is Shimizu Corpo-

ration India Pvt. Ltd. With more than 200-year history, it is

a Multi-National organisation which believes in its people,

keeps the environment in the priority list, believes in

keeping good relationships with government and society

whereever it is operating; it has shown good compliance

with local laws and regulations. Shimizu Corporation India

Ltd. is a branch of Shimizu Corporation (bases in Japan)

which is the leading engineering, architectural and con-

struction firm, offering an integrated, comprehensive

design, planning and build solutions for a broad range of

engineering and construction projects around the world. It

has been recognised as one of the top 20 contractors in the

world and top 5 in Japan.

It had a construction project for an industrial facility

which will manufacture Honda products. The total duration

of the project was approximately 2 years which started in

August 2011. The total planned cost of the project was Rs

350 crore. Although the main contractor has more than

20 years of experience of operations in India, the subcon-

tractors employed by it in the project has a varying degree

of experience. The most experienced subcontractor

employed in the project was Simplex Infrastructure Lim-

ited. The main contractor is financially very strong and can

carry forward the project without any hurdles.

The project is being carried out in industrial zone

developed by the state government, so, there were no

problems while land acquisitions. Although the availability

of labour is not very high in the location and most of the

labours are local farmers. During farming seasons the

organisation faces a shortage of labour.

The necessary data were collected from the following

reports of Shimizu Corporation India Pvt Ltd.

– Master program for execution.

– Weekly progress reports of power facility and utility

area.

– Productivity reports productivity improvement

suggestions.

A detailed review of the literature has helped to identify

the 19 most appropriate and relevant risks (table 5) those

may occur in a construction project. We considered those

19 factors for the purpose of further analysis. However, risk

factors can vary from region to region and project to pro-

ject. Ling and Hoi [28] have categorised a number of risk

factors pertaining to the Indian context, which include risk

categories like managerial risks, design risks, construction-

related risks, regulatory and political risks.

To carry out qualitative risk analysis three criteria were

selected namely, a) probability of occurrence, b) impact on

duration and c) impact on cost. Participants were asked to

provide estimates for these criteria with respect to various

risks cited in table 5.

The survey was conducted via e-mail and about 100

professionals, who are having experience in carrying out

similar projects, were contacted. Also, a brief introduction

cumulative probability

distribution.

Step 3: Perform a deterministic

computation using the inputs

Use the number generated to

represent the occurrence of

the random event end perform

one of the deterministic

calculations using those

numbers.

Step 4: Do the iteration and

aggregate the results

Repeat step 2 and 3 until a

desired number of runs are

over. The results obtained in

every iteration must be

recorded, and results must be

aggregated.

Table 4. Risk types and recommended PDFs [24].

Type of risk Application

Recommended

PDF

Weather condition, labor productivity,

materials delay, soil conditions.

Where the outcome is between two extremes and the tendency is towards

one outcome

Triangle

Weather, subcontractors default Where there is a range between which the outcomes are equally likely, and

the probability of an outcome beyond that range decreases the further

away from it, towards the extreme outcome

Trapezium

Equipment failure Where there is a risk an event can occur Binomial

Design changes and incomplete design

scope

Where there is an equal chance of outcome between two values Rectangle

Unavailability of materials, equipment

and labor, Delay in approvals

Where the outcome is likely for narrow range towards zero and has no limit

at other end

Lognormal
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to the project was given to them. About 43 responses were

collected out of which 2 were rejected for analysis because

those were not completely filled. All the responders were

having experience of 1 year to 10 years. Table 6 shows the

demography of the responders.

The data thus collected was used for prioritisation of

risks using GTOPSIS. Other information that is required to

carry out the analysis is the weights given to each criterion.

This demands consideration of three criteria: the probability

of occurrence, impact on cost and impact on time. Based on

an expert opinion (weights are given to the level of expe-

rience as shown in table 6) and recommendation provided

by Mojtahedi et al [29], the criteria are assigned weights as

0.4, 0.3, 0.3. Once risks are prioritized, the next step is to

collect data for JRAP. The data that is required for further

analysis are:

i. Project schedule and all the dependencies.

ii. Probability distribution functions for all risk factors.

iii. Impact on duration in a percentage of activity

duration.

iv. Activity risk matrix.

The project schedule was provided by Shimizu Cor-

poration India Pvt. Ltd as a master program, all the

dependencies among activities were also provided in the

same. This data was then converted to MS- Project for-

mat. The risk factors which were prioritised using

GTOPSIS, the next step was to identify PDFs for them.

This was done by literature survey [24, 25]. Table 7

shows the PDFs for the degree of materialisation

assigned to various risks.

To quantify the impact on duration (in the percentage of

activity durations), the data collected for previous analysis

was utilised. The weighted mean of impact on duration of

the all the responses collected from 41 responders was used

for the purpose. The values are given in table 7. Similarly,

activity risk matrix was derived using data collected

through a literature survey and using general reasoning.

Finally, an activity risk matrix is developed using a rea-

soning approach (table 7) validated by literature

[24, 25, 30–32].

5. Results and discussion

The analysis was carried out using Excel spreadsheet.

Table 8 shows the result of qualitative risk analysis

(GTOPSIS). The risk factors with a higher value of C* are

important risks and must be taken care with priority. It

should be noted that risk factors having C* value lower than

0.2 (highlighted in green) were neglected for further anal-

ysis in JRAP.

Table 5. Key risk factors in construction project.

Risk category Risk factor

Construction/subcontractor risks Low productivity of man/machine [53]

Defective construction [54]

Unavailability of man/machine/ material [55]

Poor coordination among subcontractor [53]

Conflict with subcontractor [56]

Financial /political/economic risk Bureaucracy and sluggish governmental process [3]

Financial instability of sub-contractor [54]

Inadequate cost estimations [54]

Inflation of construction material/labor cost [54]

Prosecution by third party [3]

Design related risks Design change request by client [28]

Defective design by designer [3]

Inadequate site information [3]

Poor communication of design [3]

Poor understanding of rules and regulations [28]

Management risks Late delivery of machine/material at construction site [54]

Unsuitable weather conditions [55]

Labor disputes and strikes [56]

Accidents at site [28]

Table 6. Demography of the responders and given weightages.

Responder

Experience

Number Of

Responses

Weightage

Given

1-3 Years 24 1

3-6 Years 14 2

6-10 Years 3 3
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Out of all the risks, top 13 risks were selected for further

analysis, rest all were eliminated either because they were

very insignificant or were purely cost related and had little

effect on project schedule or it was not possible to assign

their impacts on individual activities. Data collected for the

case organisation can be used for Judgemental risk analysis.

Following is an example of how to calculate activity

duration using MCS in JRAP. Following computation

shows iterations of MCS for activity ‘‘detailed design’’.

The equation used for the purpose is

Activity duration ¼ Minimum activity duration

þ Minimum activity duration

½ Random1 � Percentage Impactrisk1ð Þ
þ ðRandom2 � Percentage Impactrisk2Þ
. . .. . .. . . Randomn � Percentage Impactrisk�nð Þ�

Sample calculations to find an activity duration is shown

below:

Iteration 1. Activity duration = 69 ? 69

(1*0.24 ? 1*0.21 ? 1*0.14) = 109 days.

Iteration 2. Activity duration = 69 ? 69

(0.5*0.24 ? 0.5*0.21 ? 0*0.14) = 84.5 days.

Iteration 3. Activity duration = 69 ? 69

(0.3*0.24 ? 0*0.21 ? 0.3*0.14) = 76.8 days.

Iteration 4. Activity duration = 69 ? 69

(0*0.24 ? 0.3*0.21 ? 0.5*0.14) = 78 days.

To carry out the complete analysis Excel spreadsheet was

prepared. The Excel extension @Risk (version 6.0) was

used for MCS. MS-Project activities and dependencies

were imported into the MS-Excel sheet. All the data were

fed into the software, and the MCS was carried out for 1000

iterations. On every iteration, durations for 117 activities

were calculated and the deterministic value thus calculated

is fed into the project schedule to determine project com-

pletion date. This was done for 1000 times, and project

completion dates were recorded for every run. @RISK, the

simulation software that was used in our study, is equipped

with a convergence monitor that calculates the change in

Table 7. PDFs of risk factors and weighted impact on activity durations.

S

No. Risk factor

Characteristic of activity (Reasoning to develop

activity risk matrix)

PDFs for degree

of

materialization

Weighted mean durational

impact in percent of activity

durations

1 Bureaucracy and

sluggish governmental

process

Activities which require governmental approvals Lognorm

(0.44,0.2)

0.24

2 Low productivity of

man/machine

Almost all activities which involves human or old

machines

Triang (0,0,1) 0.24

3 Late delivery of

machine/material at

construction site

Activities which require special parts/material

which is not available locally

Triang (0,0.6,1) 0.23

4 Defective construction Activities in which highly skilled labor is required. Triang

(0,0.38,1)

0.21

5 Unavailability of

man/machine/

material

During farming reason man /machine will not be

abundant, although skilled technicians will

remain available

Triang (0,0.7,1) 0.16

6 Poor coordination among

subcontractor

At locations where many sub-contractors engaged

at the same time

Triang (0,0.2,1) 0.12

7 Financial instability of

subcontractors

During latter period of the project, in activities

which involves civil contractors

Triang (0,0.2,1) 0.2

8 Conflict with

subcontractor

Previous disputes impact the start of the activity,

(sub-contractors want their disputes to be

resolved first)

Triang (0,0.3,1) 0.08

9 Design/scope change

request

Design change can only requested in design

approval stage

Uniform (0,1) 0.21

10 Defective design by

designer

Delays the design stage, or, during construction

stage

Triang (0,0.4,1) 0.14

11 Inadequate site

information

During works like, excavation or land development Triang (0,0.7,1) 0.15

12 Poor communication of

design with

construction team

Activities which contains complex design element. Triang (0,0.3,1) 0.14

13 Unsuitable weather

conditions

Activities which falls on rainy reasons Triang (0,0.8,1) 0.12
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mean and standard deviation at every 100 iterations. In our

case, no significant change in mean and standard deviation

was observed well before 1000 iterations, but to be on safer

side, we decided to go for 1000 iterations.

The results of JRAP and MCS, with all risks active are

presented in table 9, Sl.No. 1. It should be noted that

scheduled project completion time was August 2013, but

according to our approach, it was predicted that the project

duration will be escalated till the end of January 2014, with

95% confidence.

Next step is to quantify individual risks in durational

terms. By eliminating a risk completely from the project by

assigning a degree of materialisation to a value closer to

zero and then running MCS for another 1000 iterations

Table 8. Results of GTOPSIS (risk factor’s relative distance from ideal).

Sl. No. Risk factors C* (relative distance from ideal)

1 Defective design by designer 0.500159

2 Low productivity of man/machine 0.939874

3 Bureaucracy and sluggish governmental process 0.845543

4 Design change request by client 0.832023

5 Late delivery of machine/material at construction site 0.686344

6 Defective construction 0.620842

7 Poor coordination among subcontractor 0.485721

8 Unavailability of man/machine/ material 0.460366

9 Inadequate cost estimations 0.453788

10 Poor communication of design with construction team 0.409889

11 Financial instability of sub-contractor 0.34469

12 Inflation of construction material/labor cost 0.339872

13 Inadequate site information 0.336999

14 Conflict with subcontractor 0.299334

15 Unsuitable weather conditions 0.20634

16 Prosecution by third party 0.172655

17 Labor disputes and strikes 0.162931

18 Poor understanding of rules and regulations 0.141062

19 Accidents at site 0.095415

Table 9. Results of MCS with JRAP.

Sl.No. Risks included in calculation

Project Completion Date

(Mean)

Standard Deviation

(days)

Project Completion Date (95%

Confidence)

1 All 06th Jan 2014 16 4th Feb 2014

2 All except low productivity from

man/machine

25-Nov-13 11 17-Dec-2013

3 All except risk of defective construction 6-Dec-13 14 31-Dec-2013

4 All except risk of financial instability 10-Dec-13 15 2-Jan-2014

5 All except sluggish governmental process/

approvals

10-Dec-13 15 2-Jan-2014

6 All except unsuitable weather conditions 25-Dec-13 17 20-Jan-2014

7 All except poor communication with design

team

24-Dec-13 15 20-Jan-2014

8 All except disputes with subcontractors 30-Dec-13 16 23-Jan-2014

9 All except poor coordination among

teams/subcontractors

25-Dec-13 16 23-Jan-2014

10 All except late delivery of

machine/material

25-Dec-13 15 24-Jan-2014

11 All except defective design 27-Dec-13 16 27-Jan-2014

12 All except risk of inadequate site

information

1-Jan-14 17 27-Jan-2014

13 All except unavailability of labor/machine 1-Jan-14 17 29-Jan-2014

14 All except risk of design/scope change

request

6-Jan-14 15 30-Jan-2014
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gives us new probabilistic project duration. Now by com-

paring the results with the probabilistic project duration

when all risks were active, we get the share of the given

risk. An analogy can be drawn from Morse test for multi-

cylinder internal combustion engine.

ImpactriskðnÞ ¼ Project Durationall risks active

� Project Durationwithout riskðnÞ

Table 9 also shows the result when risks were eliminated

one at a time. It has been revealed that productivity related

risks were most important among all other risk factors. It

can be inferred that by eliminating low productivity one can

effectively decrease the probable delay in project comple-

tion by 49 days. For the case project, it is recommendable

to have a close look at the productivity of the labours on a

daily basis. Also the causes that may lead to low produc-

tivity must be eliminated from the project, or else the

number of labour must be increased (which will lead to

increase in cost).

In the presence of cost related data, a similar analysis

could be done for project’s cost, and so the probabilistic

project costs could be determined which can help estimate

contingency amounts. There will be cost escalations

depending on the nature of the risks, also, the delay in

project completion will lead to cost escalations of at least

equal to the sum of inflation, overhead cost, and additional

interest cost for the period [2].

Table 10 shows the ranking of risks, as done by

GTOPSIS and JRAP. In both the analysis there is a huge

difference between risk rankings. This can be attributed to

the fact that in JRAP stochastic nature of risks, activities

and project duration is also considered, while qualitative

risk analysis does not consider project schedule/network

which is a vital element of any project. A risk do not affect

a project if the activities it is associated with is having

enough slack available with it.

For the case study ‘‘Design change request by client’’

was the third most important risk, when the risk analysis

was carried out using GTOPSIS while the same risk is

Table 10. Ranking of risks using GTOPSIS and JRAP.

Rank GTOPSIS (C*) JRAP (Delay due to, in Days)

1 Low productivity of man/machine (0.93) Low productivity from man/machine (49 days)

2 Sluggish governmental process/approvals (0.84) Risk of defective construction (35 days)

3 Design change request by client (0.83) Risk of financial instability (33 days)

4 Late delivery of machine/material (0.68) Sluggish governmental process/approvals (33 days)

5 Defective construction (0.62) Unsuitable weather conditions (15 days)

6 Defective design by designer (0.5) Poor communication with design team (15 days)

7 Poor coordination among subcontractor (0.48) Disputes with subcontractors (12 days)

8 Unavailability of man/machine/ material (0.46) Poor coordination among subcontractors (12 days)

9 Poor communication with design team (0.4) Late delivery of machine/material (11 days)

10 Financial instability of sub-contractor (0.34) Defective design (8 days)

11 Inadequate site information (0.33) Risk of inadequate site information (8 days)

12 Conflict with subcontractor (.29) Unavailability of labor/machine (6 days)

13 Unsuitable weather conditions (0.21) Risk of design/scope change request (5 days)

Table 11. Variations introduced to design related risks.

Risk Degree of materialization Intensity

Defective design by designer
(0,.4,1)(0,.2,1)

25% of the original

Poor communication of design with construction team
(0,0.3,1)(0,.2,1)

25% of the original

Design/scope change request
(0,0.3,1)(0,.2,1)

25% of the original

116 Page 12 of 16 Sådhanå (2018) 43:116



ranked last when risk analysis is done using JRAP. When

we looked into the project schedule what was found was,

the activities which were prone to this risk were having

huge slack associated with them, so even if there is a delay

in completion of an activity due to given risk the project

will have enough slack to continue without much loss

caused due to that particular risk.

5.1 Response selection and sensitivity analysis

A risk cannot be eliminated completely, however, adopting

preventive measures are likely to reduce materialisation of

a risk. In this regard we find sensitivity analysis to be a

useful tool in decision making. Sensitivity analysis also

referred to as what-if or simulation analysis is a way to

predict the outcome of a decision given in a certain range of

variables.

By using sensitivity analysis, various response could be

analyzed further and its effect on the project could be

assessed. In JRAP, two parameters those could be varied

are namely, a) degree of materialisation and b) impact on

duration. Dawood [24] in his paper suggested if activities in

the rainy season can be shifted to summer, the mean of

probability distribution for risk on weather conditions can

be shifted towards zero, judgementally. Similarly, the

impact on activity duration due to bad weather will also be

reduced in the summer season. By following the same

concept, two response could be assumed, a) employing an

expert design team, b) employing experienced sub-

contractors.

By employing an expert design team, we will see a

decrease in the degree of materialisation and impact in risk

factors namely, a) defective design by designer, b) poor

communication of design with construction team and c)

design/scope change request. Table 11 shows the variation

that was introduced into these risk factors. Table 13 (Sl.No.

2) shows probabilistic project duration as a result of

potentially employing expert design team.

By comparing the results with the originally calculated

project duration, it could be found that there is a decrease in

probabilistic project duration by 20 days (95% confidence).

This gives a better understanding of what might happen

when an expert design team is employed. It helps in

decidingpon the affordability of the given response.

Table 12. Variations introduced to sub-contractors related risks.

Risk Degree of materialization Intensity

Low productivity of man/machine
(0,0,1)(0,0,1)

25% of the original

Poor coordination among subcontractor
(0,.3,1)(0,.2,1)

25% of the original

Conflict with subcontractor
(0,.3,1)(0,.2,1)

25% of the original

Defective construction
(0,.4,1)(0,.2,1)

25% of the original

Table 13. Results of Sensitivity analysis as a result of potential mitigation measures.

Sl.No. Project Duration

Project Completion Date

(Mean)

Standard Deviation

(days)

Project Completion Date (95%

Confidence)

1 When no risks were mitigated 06th Jan 2014 16 4th Feb 2014

2 When design related risks were

mitigated

15-Dec-13 15 13-Jan-2014

3 When sub-contractor related risks were

mitigated

10-Oct-13 6 22-Oct-2013
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Similarly, by employing experienced sub-contractors, a

decrease in the degree of materialisation and impact in risk

factors will be observed, namely a) low productivity of

man/machine, b) poor coordination among subcontractor,

c) conflict with subcontractor and d) defective construction.

Table 12 shows the variations that were introduced into

these risk factors. Table 13, Sl.No. 3 shows probabilistic

project duration as a result of potentially employing expe-

rienced subcontractors.

By comparing the results with the originally calculated

project duration, we find that there is a decrease in proba-

bilistic project duration by 3 months (95% confidence).

This gives a better understanding of what might happen

when experienced sub-contractors are employed, this can

help us decide on the affordability of the given response.

6. Conclusion

Our present analysis is limited to quantification of risks

in terms of time escalations pertaining to individual risk

factors, also, how finally sensitivity analysis could be

employed to analyse various response is demonstrated.

There could be a number of risk mitigation strategies

which could be devised by a project manager. In this

article, we demonstrated few strategies those could be

employed for risks like low productivity, poor coordi-

nation, defective design, etc. which is presented in the

results and discussion section, and the sensitivity analy-

sis section. It should be noted that any of the decision-

making tool, say for example decision tree, could be used

if cost and benefits of various response alternatives are

known; this is exactly where the proposed methodology

comes into picture. The proposed methodology could

help calculate the reduction in cost and time escalation of

the project, achieved as a result of implementation of a

particular response. This accommodates the uncertainty

involved in activity durations which is there because of

the presence of risks itself. The risks perceived as very

severe may not be that severe if activities of the project

are having enough slack.

Finally, advantages provide by the proposed methodol-

ogy are: a) the methodology helps to forecast the proba-

bility distribution function of project duration; b) helps

identify schedule-related risks involved in the early stages

of the project; c) helps quantify risks in units of time and

potentially cost; d) provides better risk priority as it con-

siders slack associated with the activity; e) helps to evaluate

various responses using sensitivity analysis. It enables an

efficient use of resources by relating the relative impact of

risks on schedule and cost overrun. Such knowledge would

improve project planning and coordination among various

stakeholders as the project would not pursue the risk factors

equally. Further, a stochastic consideration of risk factors

facilitates the decision making under a dynamic

environment.

7. Scope for future work

Some of the limitations of the proposed approach is high-

lighted as follows.

• A fuzzy approach to this problem could be a nice

extension of the present work. This would require a

combination of Fuzzy GTOPSIS and Fuzzy JRAP

methods [33].

• At present, it is not possible to get exact data in terms

of percentage escalation in cost and time of each and

every activity and associated risks. A rigorous data

collection campaign has to be undertaken to overcome

this limitation in the Indian context.

• The above methodology does not consider correlation

among various risk factors. These limitations could be

eliminated in future studies.

There is a need to correlate various risk factors while

carrying out Monte-Carlo simulation. Correlation between

various risk factors must be studied and must be employed

in probability distribution functions for the degree of

materialisation. The results of the proposed method can be

compared with the method like Bayesian belief networks,

as BBN focuses on a similar problem [34]. We also propose

the use of machine learning and artificial intelligence

techniques in the field of construction and risk

management.
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