
 

 

 
 

 

ACS Software Development Plan 
 
 

COMP-70.25.00.00-001-F-PLA 
Version: F 

 
Status: Draft 

 
2008-06-13 

 
Prepared By:   
Name(s) and Signature(s) Organization Date 
 
J.Schwarz 

 
ESO 

 
2008-06-13 

Approved By:   
Name and Signature Organization Date 
 
 
 
 
 

 
 

 
 

Released By:   
Name and Signature Organization Date 
 
 

 
 

 
 

 
 



 

 
ALMA Project 
 
ACS Software Development Plan 

 
Doc # :   COMP-70.25.00.00-001-F-PLA 
Date:      2008-06-13 
Status:   Draft 
Page:      2 of 41 

 
Change Record 

 
Version Date Affected 

Section(s) 
Change Request 
# 

Reason/Initiation/Remarks 

0.9 2002-04-12   First revision 

0.9-
Rev.1 

2002-04-18   Updated with comments from G.Raffi and 
extended planning sections 

0.9-
Rev.2 

2002-05-10   Updated with comments from G.Raffi and 
B.Glendenning 

Updated dates of releases and corresponding 
tables. 

0.9-R3 2002-05-24   Revised with final comments from 
B.Glendenning, G.Raffi, R.Lucas, J.Schwarz 

1.0 2002-06-06 1.8, 2.2, 
2.3, 3 

 Correct reference (offline), Glendenning is 
contact, HIA instead of Penticton, remove a 
bit of boilerplate. 

1.1 2002-11-22   Updated for ALMA Internal Design Review 

1.2 2003-02-14   Updated after ALMA Internal Design Review 

2.0 2003-08-08   Updated after ALMA CDR-1 

A 2004-05-31   Applied new ALMA template. 
Updated for CDR-2 

B 2004-05-13   Updated for CDR-3 

C-1.21 2005-07-29   Updated after CDR-3 

C-1.22 2006-04-28   Updated for CDR-4 

C-1.25 2007-04-30   Updated for CDR-5 

C-1.31 2008-06-13   Updated for CDR-6 



 

 
ALMA Project 
 
ACS Software Development Plan 

 
Doc # :   COMP-70.25.00.00-001-F-PLA 
Date:      2008-06-13 
Status:   Draft 
Page:      3 of 41 

 
 



 

 
ALMA Project 
 
ACS Software Development Plan 

 
Doc # :   COMP-70.25.00.00-001-F-PLA 
Date:      2008-06-13 
Status:   Draft 
Page:      4 of 41 

 
Table of Contents 

 
1 PROJECT OVERVIEW............................................................................................... 6 

1.1 Purpose and Scope................................................................................................. 6 
1.2 Assumptions and Constraints ................................................................................ 6 
1.3 Deliverables ........................................................................................................... 7 
1.4 Schedule and Budget Summary............................................................................. 8 
1.5 Document Scope.................................................................................................... 9 
1.6 Document Evolution.............................................................................................. 9 
1.7 Glossary ................................................................................................................. 9 
1.8 Applicable documents ......................................................................................... 10 
1.9 References ........................................................................................................... 11 

2 PROJECT ORGANIZATION.................................................................................... 11 
2.1 Organization Interfaces........................................................................................ 11 
2.2 Group Organization ............................................................................................. 11 
2.3 Roles and Responsibilities................................................................................... 12 

3 MANAGERIAL PROCESS PLANS......................................................................... 14 
3.1 Start-up Plan ........................................................................................................ 14 

3.1.1 Estimates ....................................................................................................... 14 
3.1.2 Staffing.......................................................................................................... 16 
3.1.3 Staff Meetings and Training ......................................................................... 16 

3.2 Work Plan ............................................................................................................ 16 
3.2.1 Work Breakdown Structure .......................................................................... 16 
3.2.2 Schedule Allocation ...................................................................................... 17 

3.3 Project Tracking Plan .......................................................................................... 18 
3.3.1 Requirements Management .......................................................................... 18 
3.3.2 Progress Control............................................................................................ 18 
3.3.3 Quality Control ............................................................................................. 19 
3.3.4 Communication and Reporting..................................................................... 19 

3.4 Risk Management Plan........................................................................................ 19 
3.5 Project Termination Plan ..................................................................................... 20 
3.6 Intellectual Property ............................................................................................ 20 

4 TECHNICAL PROCESS PLANS ............................................................................. 21 
4.1 Development Model ............................................................................................ 21 
4.2 Methods and Tools .............................................................................................. 25 
4.3 Infrastructure ....................................................................................................... 25 
4.4 Acceptance Plan .................................................................................................. 28 

5 SUPPORTING PROCESS PLANS ........................................................................... 28 
5.1 Configuration Management................................................................................. 28 
5.2 Validation ............................................................................................................ 28 
5.3 Documentation..................................................................................................... 29 
5.4 Quality Assurance................................................................................................ 29 



 

 
ALMA Project 
 
ACS Software Development Plan 

 
Doc # :   COMP-70.25.00.00-001-F-PLA 
Date:      2008-06-13 
Status:   Draft 
Page:      5 of 41 

 
5.5 Reviews ............................................................................................................... 29 
5.6 Problem Resolution ............................................................................................. 29 
5.7 Process Improvement .......................................................................................... 29 

6 SOFTWARE DESCRIPTION ................................................................................... 30 
6.1 Software External interfaces................................................................................ 30 
6.2 Software Design .................................................................................................. 30 
6.3 Packages .............................................................................................................. 30 
6.4 Interfaces between Packages ............................................................................... 30 
6.5 Integration of Packages ....................................................................................... 30 

7 ATTACHMENTS ...................................................................................................... 31 
7.1 Detailed Planning ................................................................................................ 31 
7.2 Requirements Compliance Tables ....................................................................... 34 

 
 
  
 



 

 
ALMA Project 
 
ACS Software Development Plan 

 
Doc # :   COMP-70.25.00.00-001-F-PLA 
Date:      2008-06-13 
Status:   Draft 
Page:      6 of 41 

 
 

1 Project Overview  
This document contains the ALMA Common Software Development Plan for 
phase 2 (construction phase), up to 2011. 

The IEEE Std. 1058-1998, IEEE Standard for Software Project Management 
Plans has been taken as reference in writing this Plan. 

1.1 Purpose and Scope 
The ALMA Common Software (ACS) is part of the System layer of the ALMA 
Architecture [Architecture]. 

ACS is located in between the ALMA application software and other basic 
commercial or shared software on top of the operating systems and provides a 
generalized common interface between applications and the hardware in order to 
facilitate the implementation and the integration in the system of new hardware 
and software components.  

ACS provides basic software services common to the various applications (such 
as antenna control, correlator software, data pipelining) and consists of software 
developed specifically for ACS and as well of Operating System (OS) builds and 
commercial device drivers. 

ACS is designed to offer a framework for the implementation of applications 
following the programming model defined in the ALMA Software Architecture 
Document [Architecture], with the goal of obtaining implicit conformity to design 
standards and maintainable software. The use of ACS software is mandatory in all 
applications, except when the requested functionality is not provided by ACS. 
Motivated exceptions (for example based on reuse considerations) have to be 
discussed and approved on a case-by-case basis. 

The main users of ACS will be the developers of ALMA applications. In the 
performance of routine maintenance operations, operators and maintenance staff 
will also use the generic tools and GUIs provided by ACS to access logs, 
Configuration Database, active objects and other components of the system. 

ACS is based on the Common Object Request Broker Architecture (CORBA) 
middleware but provides many more features that facilitate subsystem 
communication, error handling, data collection etc.  

For a comprehensive summary see the ALMA Common Software Architecture 
document [ACS]. 

1.2 Assumptions and Constraints  

All the standards and products defined in the Computing Plan for Phase 2 [Plan] 
and [Practices] are fully applicable. 
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All the work done by ALMA Computing in Phase 1, and in particular the ACS 
development, is a prerequisite and applicable to Phase 2. This is included in 
particular in documents defining Requirements [Requirements], Analysis and 
Design [Architecture] and ACS [ACS].  

The Software Engineering practices as defined in [Practices] are also fully 
applicable. 

It is expected that all subsystem teams will provide requirements on ACS, drive 
the ACS development with suggestions and provide feedback concerning the 
capability of ACS to cover their development needs. In particular Pipeline and 
Offline Data Reduction are expected to work in close collaboration with the ACS 
team to identify the requirements, implement and test the features needed for their 
specific applications. 

It is also expected that subsystem teams will develop new components of ACS or 
enhance already existing components. Such enhancements will be integrated into 
the core of ACS, if generally useful. They will become in this way the full 
responsibility of the ACS team, but the original author should be available for 
maintenance. 

It is expected that subsystems requiring new feature for ACS will test them on 
ACS pre-releases to warranty that the code officially released meets requirements 
and to verify that the feature is ready for application use. 

1.3 Deliverables 
All the items described in [Plan] for the various groups of categories (namely 
Software, Documentation, Computer equipment, Support time) are applicable to 
ACS. 

The main deliverable of ACS at each Release is an ACS Installation Package, 
available online from the ACS Website (see next paragraph) in various formats, 
for example: 

• Tar file with pre-built binary installation for Linux 

• Tar file with binary basic tools and sources for the ACS packages 

• VmWare complete Linux installation 

• CVS download with build procedures, including basic tools with patches 
(if needed). 

The set of downloadables includes a complete documentation set for each of the 
supported hardware (HW) and software (SW) platforms. 

The different downloadable formats are made available to cover the needs of the 
different development teams (easy and quick installation, customizable 
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installation starting from sources…). Other formats will be made available upon 
request. 

Given the pervasive nature of ACS, whose usage is required for the development 
of every ALMA subsystem, particular attention has to be given to support. 

In addition to our activity on the ALMA-project-wide JIRA issue tracking system, 
we have therefore the following additional deliverables: 

• ACS Website 
The ACS Website is the main point of access to ACS documentation and 
information and provides: 

• Online documentation 

• ACS software download area 

• Support areas (Frequently Asked Questions, ACS Newsgroup, Support 
and Discussion Group, Search Engine) 

• Design and planning discussion area (ACS Wiki) 

• Training and support time 
Each Alma software developer needs training and support on ACS. The ACS 
team will provide training and support in the form of: 

• Follow up of problem reports and ACS newsgroups  

• Tutorials and presentations 

• Training on the job opportunities. 

• Code inspections on other subsystems based on ACS if requested 

1.4 Schedule and Budget Summary 
The total effort allocated for development of the ACS software is 29.4 Full Time 
Equivalents (FTE-y) for the whole project up to 2011. This corresponds to an 
average yearly effort of 4.7 FTEs, split as 2.7 Europe and 2 North America, until 
2008 and to 1 FTE until 2011. 

An additional Japanese contribution of 7FTE-y (1 per year from 2005) is needed 
to cover the increased support burden and specific development. Another 2.8FTE-
y will be provided in Japan for on site support distributed over the period 2005-
2011 at about 0.5 FTE per year.. 

The material construction costs are based on the development infrastructure 
described in section 4.3.  If we take into account the material already bought in 
phase1 and in 2003-2004 we have: 
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• 10 Linux development workstations (already available, some 

shared with Integration and Testing for control model and old ACS 
versions). Some are old PCs and will need to be upgraded in the 
coming years. 

• 1 “VmWare factory” is available in Garching to provide multiple 
virtual machines to cover testing, build/distribution and training 
needs. This machine can host multiple virtual machines running in 
parallel and with different hardware and software configurations.  

• 2 Linux VME Crates/LCUs for real time Linux development (1 in 
Garching and 1 in Socorro, complete with CAN board and Parallel 
IP carrier). This hardware is for the time being shared with Control 
and used as needed. 

The travel cost is according to [Plan]. 

1.5 Document Scope  
This Plan represents the terms of a technical agreement between the ALMA 
Computing Group and ALMA Management. It is subject to configuration control 
as soon as reviewed. Changes are subject to approval by the ALMA Change 
Control Board. 

1.6 Document Evolution 
The structure of this document is in compliance with the recommendations of 
IEEE Std 1058-1998. 

This Plan has been produced as Version 1 for time T0 (see 4.1). It has been 
revised for Internal Design Review (IDR) (Version 1.1). It has been upgraded for 
Preliminary Design Review (PDR) (Version 1.2) but no new version has been 
released with changes after PDR. This same version has been used as the base 
discussion document for Critical Design Review 1 (CDR-1). Version 2.0 has been 
prepared with the feedback from CDR-1. Version A and has been prepared for 
CDR-2, according to the numbering scheme adopted officially for ALMA 
documents and applied to this document for CDR-2. The document will be 
upgraded yearly for each CDR. Intermediate versions and drafts will be identified 
by the CVS id appended to the revision letter. This is version F, prepared for 
CDR-6. 

1.7 Glossary 
A complete list of ALMA software terms can be found in [Glossary]  

A number of key terms, although contained in [Plan] are also retained here for 
reading clarity.  
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SDG Software Development Group, responsible for a 

Subsystem 

CDR 1-3 (Incremental) Critical Design Review 1 to 3. 

FTE Full Time Equivalent (staff-year) 

ICD Interface Control Document 

IDR Internal Design Review 

Package Major component of Subsystem 

PAR Preliminary Acceptance Review 

PDR Preliminary Design Review 

RR Readiness Review 

R0-5 (major) Release of software (and its number) 

Subsystem Subsystem of the ALMA Software System 

1.8 Applicable documents 
The documents referenced are fully applicable to the ACS development effort.  

[1] [Plan] ALMA-SW-Draft, ALMA Computing Plan, G.Raffi, B.Glendenning, 
ALMA-70.05.00.00-001-J-PLA 

[2] [SSR] ALMA Science Software Requirements and Use Cases, Robert 
Lucas et al., ALMA-70.10.00.00.00-002-N-SPE  

[3] [Architecture] ALMA Software Architecture, J.Schwarz et al., ALMA-
70.15.00.00-001-J-GEN 

[4] [Practices] ALMA Software Engineering Practices, M.Zamparelli, ALMA-
70.20.00.00-003-A-PRO 

[5]  [ACS] ALMA Common Software Architecture, G.Chiozzi et 
al.,COMP-70.25.00.00-002-F-DSN 

[6] [ACSReq] ALMA Common Software Technical Requirements, 
G.Raffi, B.Glendenning, J.Shwarz,COMP-70.25.00.00-004-C-SPE  

[7] [Glossary] ALMA Software Glossary, COMP-70.15.00.00-003-D-
GEN 

[8] [OpReq] Operations Requirements and Specification on the 
Computing IPT, A.M.Chavan, B.Glendenning, COMP-70.00.00.00-
005-A-SPE 
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1.9 References 
ACS design documents, interface control documents, user and maintenance 
manuals, test procedures, plans are listed and downloadable from the ACS Web 
Page: 

http://www.eso.org/projects/alma/develop/acs/ 

In particular, the ACS Online Documentation page always contains specification, 
design documents and manuals for the current release: 

http://www.eso.org/projects/alma/develop/acs/OnlineDocs/index.html 

2 Project Organization 

2.1 Organization Interfaces 
The ACS team works in close collaboration with the High Level Analysis and 
Design team and with the Software Engineering team. 

The High Level Analysis and Design team defines in collaboration with the ACS 
team the Technical Architecture and the Programming Model for the whole 
ALMA Project, based on the ALMA SW Requirements and on the ALMA 
Functional Architecture. The ACS team is then responsible for the 
implementation of the components allocated to ACS itself. 

The Software engineering team defines in collaboration with the ACS team the 
standards and the SW engineering practices to be used in ALMA. This has a 
direct impact on the implementation of ACS both in terms of external packages 
integrated in ACS and of true ACS development. 

2.2 Group Organization  
Figure 1 shows the organization of the software development group for the ACS 
Subsystem. The Contact Person for the ACS Subsystem is [B.E.Glendenning]. 

 

http://www.eso.org/projects/alma/develop/acs/
http://www.eso.org/projects/alma/develop/acs/OnlineDocs/index.html
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Fig.1 : Organization overview of the ACS Software Subsystem  

ALMA Computing 
 

ACS Subsystem 
ESO 

Main Responsibility  
& Integration 

 (J.Schwarz, H.Sommer) 
 

ESO 
B.Jeram (1.0) 

H.Sommer (0.7) 
G.Chiozzi (0.3) 

NN (0.4, contract with Cosylab) 
NN (0.4 in-kind contract with Cosylab in 2003)

NRAO 
N.N. (1.0) 

HIA 
A.Grimstrup (1.0) 

AOT 
R.Cirami (0.5 in-kind) 

ALMA-J 
 

S.Turolla (0.5 in 2007) 
C.Paredes (0.5 in 2007) 

A.Caproni (0.5, 2006-2008) 
 

2.3 Roles and Responsibilities 
The ACS Development Group is described in the following table. 

Project main responsible: until Q2 2007, this was G.Chiozzi (total 4.5 FTEs=at 
0.9 FTEs/year), ESO, TEC/SW 
J.Schwarz (50%) and H.Sommer (80%) are now ACS team leaders. 

Project coordination, planning, quality control and development in Java area. 

Development staff at ESO for ACS (total 9 FTEs=2.1 FTE/year):  

The ESO team is principally responsible for the development of the core ACS 
components and for ACS integration and release. This includes the ACS common 
services (see [ACS]) and the Java Component Based framework (see 
[Architecture]). 

B.Jeram at 100%, Mainly responsible for C++ and RTOS development and 
testing. Whole responsibility of LCU/VxWorks ACS parts. Main packages: C++ 
Component/Container, Error System. Testing 

H.Sommer at 80%: Development of ACS Java Component Container. From mid 
2007 responsible for ACS technical follow up. 

NN1 at 40% (for 2005 and 2006  NN1 correspond to a 0.4 FTE consultancy and 
development contract with Cosylab. Main responsibilities are ACS Manager, C++ 
Component/Container, Configuration Database, Java GUI Components). 
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. With his recent transfer to the 

Scheduling subsystems and for 

Development staff at NRAO for ACS: N.N. at 100% (new hire to replace S. 
Harrington). From 9/2007 through 5/2008, Harrington was seconded to the ATF 
support team and was unavailable for ACS tasks
ObOps subsystem, his post is currently vacant. 

The NRAO team is principally responsible for the ACS packages specifically 
designed for the Control System, Pipeline and 
supporting the respective development teams. 

Development staff at HIA for ACS (total 4 FTEs=1.FTE/year starting 2004): 

velopment and support on 

A.Grimstrup  at 100%.  

The HIA team is primarily responsible for higher level ACS framework 
components and for Python ACS packages to support to data reduction and data 
flow applications. A.Grimstrup is responsible for the Notification Channel 
implementation, the Python Component Container de
all platforms and languages (C++, Java and Python) 

ALMA-J contribution. Staff at ESO. (total 3FTE-y=1FTE/year starting20

S.Turolla starting 05 2005 at 50% : ACS development related to system 
management, configuration, platforms, deployment and packaging. T

05) 

esting. As of 

at 50% : ACS on-site support in Japan. Main ACS reference person in 

 
ot directly related to 

LMA-J-specific features within the general ACS scope. 

6/2008, he has been transferred from ACS to Software Engineering. 

C.Paredes 
ALMA-J. 

In general each ACS team member is expected to bear part of the additional load 
to provide support to the ALMA-J developers. This will allow the two ACS team
members financed by ALMA-J to work also on activities n
A

 

For 2003, 2004, 2005, 2006 and 2007 the ACS team can count on In-Kind 

onded 

 development contract with Cosylab, on 

contributions to cover the peak development foreseen: 

In-Kind development staff at ESO for ACS from 2003:  

A.Caproni at 70% in 2003, 2004 and 50% from 2005:  Support to Java 
development, documentation and testing. From 9/2007-7/2008, he was sec
to the ATF support team and not available for general ACS development. 

In 2003 we had 0.4 FTE consultancy and
top of the 0.4 FTE in the previous table. 

In-Kind development staff at AOT (Astronomical Observatory of Trieste) for 
ACS from 2003-2006: 1 FTE per year; since 2007, this has been 0.5 FTE per 
year.  
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lopment 
plementation of 

The AOT is providing In-Kind development resources for C++ ACS deve
in areas related to control system: optimization in the im
properties, sampling system, bulk data.  

In the past years, in kind contributions have been used to: 

• Compensate for resources officially foreseen but not actually allocated, for 

iginally foreseen as training on 
r subsystems 

bout resources allocation see section 7.1. 

em, for what 
ent for this Subsystem with respect to [Plan].  

n 

terial cost. The Main Milestones are derived from the ALMA Phase 

f 

 in 2004 based on the requests from the Pipeline and 

. 

 
 

 

o 

example because of delays in hiring procedures. 

• Compensate for missing contributions or
the job activities from othe

• Deal with scope increase. 

For a more detailed discussion a

3 Managerial Process Plans 

This part specifies the project management processes for the Subsyst
is additional or differ

3.1 Start-up Pla
3.1.1 Estimates 

All Global activities and Subsystems have been estimated by the Computing 
group to assess the cost of Phase 2. Therefore they are fixed in terms of both 
effort and ma
2 planning.  

The scope of ACS has been widened in the last part of 2002 as a consequence o
the work done by the Analysis and Architecture team. Another increase in the 
scope of ACS took place
Data Reduction groups. 

The new ACS features requested by the Analysis and Architecture team have had 
as a consequence in 2003 an increase of about 25% in ACS manpower estimates. 
As described in previous versions of this document, this has been counterbalanced 
by the ACS work done in phase 1, which can be estimated in about 25% of the 
total work (about 5 FTEs of work done in Phase 1 over 13.5 planned for Phase 2)

The work needed to properly support Pipeline development from 2003 has been 
put into the planning by de-scoping or delaying other activities originally planned
for these years in previous versions of this document and by using some in-kind
contributions. We expect also a direct participation of the Pipeline team in the
design development of specific features as collaboration with the ACS team/ 

We consider essential for ACS to keep the development plan flexible and able to 
react to the requests of the other subsystems. The way to reach this objective is t
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e 

s. This has been 

e 

to 
ut 

 
re. To that we have to add training in the 

t 
ecause 

pment of ACS 4.1, Documentation work has taken less than 5% of the 

ction-

 in 

hown above. 

 are available in the ACS Planning Wiki and in the ACS weekly meeting 

th 

m for 
 

 by the Architecture and Analysis team has satisfied our 

rs 
ry low. We have not been able to compensate for training 

discuss with all subsystems the plan of each ACS release immediately after th
previous release, in order to collect feedback and set prioritie
done for all ACS releases until now with very good results.  

Also, we have to take into account that the time that needs to be allocated for 
support was initially largely underestimated. Actually the estimates done by th
Computing group were based on the development effort, without taking into 
account the specific needs for ACS of providing extensive support and training 
the other subsystems. According to our statistics we have been spending abo
20% of ACS manpower in support and training in 2003. In 2004 the actual 
support time has been around 15%, but has increased to about 30% in the last part 
of the year for the R2 integration. In the first part of 2005 went again around 20%
that is therefore a good steady state figu
form of ACS courses for another 5%.  

In 2004 we had also increased the time allocated to ACS documentation to abou
25%. Unfortunately in practice we have been very far from this figure b
development of features and support always get higher priority. In the 
develo
time.  

Since 4Q 2005 ALMA SW development has seen the introduction of “Fun
Based Teams (FBTs)” responsible for developing and integrating specific 
functionality in the system. Many ACS members have been and are involved
this activity, providing ACS support and developing new features needed to 
satisfy the goals of the specific functional team. The time spent in FBTs is for an 
important fraction to be considered support and for the rest development. It is not 
easy to properly classify this and recalculate on this base the figures s
It is also not easy to see the impact of this activity on the work plan. 

Statistics
reports. 

We had originally planned to partially absorb this training and support time wi
tasks assigned in on-the-job-training activities and with contributions to ACS 
from other teams, and in particular from the Architecture and Analysis tea
the development of the Java Component Based architectural framework.

The work done
expectations. 

On the other hand, we have seen that the effectiveness of the training assigned 
tasks with respect to the time spent by the ACS team members to train membe
of other teams is ve
costs in this way.  
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CS contact points in the subsystems. 
the 

 by means of the ACS mailing lists seems pretty 
e advent of the JIRA issue tracking system, much of our support 

fic 

ned to ACS for training periods will be 
ll ACS members and will work at least 50% 

ing  

 

 and web collaborative development tools. 

he 

iods will include face–to-face workshops. At 

 other teams (and in particular the Architecture and Analysis 
o analyze new requirements for ACS coming from their 

nd identifies the Work 
ciated to the 

features for ACS coming from [Architecture]. 

ACS training and support remains an area of risk and only training on the job 
periods of not less than 3 weeks would help in absorbing this effort. 

Another failure has been the idea of having A
This has never worked as a first contact point. Support goes always directly to 
geographically nearest ACS team member. 

On the other hand the support
efficient. With th
work is now exercised there. 

3.1.2 Staffing 

The ACS core development team has to be formed by members almost 100% 
allocated to the ACS project. 

Part of the development work is also done by external contractors with a speci
expertise in the design and development of CORBA Distributed applications. 

Members of other ALMA teams assig
considered for that amount of time fu
on ACS assignments for that period. 

3.1.3 Staff Meetings and Train

Any new ACS staff member will spend an extensive initial training period in 
Garching (minimum 6 weeks). 

The ACS team gives high value to good communications. Remote team members
will be constantly in contact with the other members using Internet technology: 
instant messaging, email, newsgroups

A weekly phone/video conference status meeting is used to assess the status of t
project and to synchronize activities. 

Important analysis and design per
least one ACS all hands workshop per year will be organized in addition to the 
yearly Computing staff meeting. 

Joint workshops with
team) will be held t
development work. 

3.2 Work Plan 
3.2.1 Work Breakdown Structure 

The ACS package structure is defined in [ACS] a
Breakdown Structure. The document includes also packages asso
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rchitecture] include time for design, development, testing and documentation 

 
 

vities 0

ation system 

 

em 
em 

d tools 

port 
 

TOTAL 29.4

e 

Some details on resource allocation are provided in section 7.1. 

The following table list s the foreseen resource allocation per package in the 
period 2003-2011. The resources allocated to the software package listed in 
[A

Pagkage 
Management acti .8
Coordination 

ining 
2

Support tra 6
ACS Integration 2
Base tools 1
ACS component 

Database 
1.2

Configuration 0.5
1Event and Notific .2

Error System 0.6
Logging System 1
Time System 0.2
ACS Container 2
Serialisation Plug 

m 
0.2
0.Archiving Syste

 syst
2

Command 0.2
Alarm Syst 1
Sampling 

 
0.5

Bulk Data 2
UIF libraries 0.6
Scripting 0.4
ACS Framework 1.4

0.ACS Installer 
Is an

5
Integrated AP

BT participation 
0.4

2F
User sup
 

1.5

 

3.2.2 Schedule Allocation 

The software development model is incremental and based (now) on a 12 month 
Release cycle, as explained later. These follow the design work started with th
Preliminary Design Review and are followed by the detailed design (for the 
various Releases) done in a number of incremental Critical Design Reviews.  

Given the strong dependence of all other subsystems on ACS, the deadline for 
Release will be followed strictly. Eventually, slips in planning will be absorbed by 
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ase, so that the missing features will have minimal 

e ACS 

 

 
CS 

 
on 

 team. 
hitecture]. 

ce requirements will be filed via the Software 

t ALMA system functionality or performance. 

apped into the ACS 

meetings involve the leaders of 
 and are used to define the detailed content and scope 

of each ACS release.  

 

de-scoping the content of a rele
impact on the development of dependent subsystems. 

3.3 Project Tracking Plan 
ACS project control shall be organized as explained below. 

3.3.1 Requirements Management 

ACS requirements are defined in [Architecture] and [ACSReq]. 

The features described in this document (in the various versions) and in th
architecture [ACS] and detailed design documents should be tracked back to 
requirements via a Requirements Compliance table, given in section 7.2. 

The formal requirements were intended to be periodically revised by the HLA 
team and by CIPT management, at least once every two Release cycles in order to
steer ACS development in phase with the evolution of ALMA development. 
However, the last revision was in September of 2005, and an update is needed to
expand the rather sketchy requirements for bulk data and logging. The A
planning meetings for each release can also trigger de facto changes in the ACS 
formal requirements, even though those changes never get formalized. 

The ACS and HLA teams collaborate tightly together to determine how ACS can
support in the best way the overall ALMA Architecture and what is the impact 
ACS (both in terms of features and planning) of choices done by the HLA
The primary formal document used by ACS for this purpose is [Arc

Proposed new requirements and changes to existing requirements will be 
indicated together with their impact in the ACS development plan. 

Change requests not affecting scien
Problem Reporting system and handled within the Computing Group (see 
[Practices] for more information). 

Changes affecting science requirements will be discussed with the Science 
Software Requirements Committee (SSR). The ALMA Change Control Board 
will be involved if changes affec

New requirements, change requests and priorities will be m
development plan in two ways: 

• When this document is updated for each CDR. 

• At each ACS release planning meeting, before the development of 
each ACS release is started. These 
each subsystem

3.3.2 Progress Control
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ocumentation is an area of risk and concern. At CDR 2 we have pointed 
 been 
0% to 

f features and support always 

e 

The 

post 

 
 

would be performed under the supervision and with the support of an ACS team 

See [Plan] 

3.3.3 Quality Control 

See [Plan] 

3.3.4 Communication and Rep

See [Plan] 

3.4 Risk Management Plan 
See [Plan]. 

In addition to what is specified in [Plan], the estimate of time allocated for ACS 
support was considered a risk. This time had been considerably underestimated 
for Phase 1. From the statistics collected since 2003, we see that ACS Support a
Training have stabilized around the 20% of the workload of the ACS team. This
the amount that we consider now when preparing the ACS plan for each releas

Still, D
out that the time we should have allocated for ACS Documentation had
underestimated. We have therefore decided to increase this time from 2
25%. 

In the second part of 2004 we have made important progress with the 
documentation. 

But during the development of ACS 4.1 unfortunately we have been in practice 
very far from the 25% figure because development o
got higher priority. In the development of ACS 4.1, Documentation work has 
taken less than 5% of the time. This is a worrying figure and we will have to be 
strict on the 25% for the next development cycles.  

At CDR 2 we have stressed the importance of having ACS contact persons in th
subsystems. They have been formally nominated, but they are in practice not 
having any practical role: requests for support go directly to the ACS team. 
most popular form of support is through the geographically nearest ACS team 
member. We think this is efficient for the subsystems on the short time scale, but 
on the long time scale it limits the growth of knowledge of ACS inside the 
subsystems. (This solution, of course, is completely impracticable when the 
of what should be “the geographically nearest ACS team member” is vacant, as is 
the case in Socorro as of this writing.) Nevertheless, it is now clear that there is no 
point in insisting that each subsystem team include an ACS contact person. 

We strongly recommend that new ALMA SW developers be trained in ACS with
an intensive course and a period of work in the ACS team. During this period they
would receive small but significant ACS development assignments. This work 
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uld be 

 
CS 

nt suite in ACS 4.0 and 4.1. We 
itions to 

member. Until now we had at least one major ACS training each year, but only a 
few developers have taken advantage of the opportunity of training on the job 
periods to do some work together with the ACS team. We still think this wo
a very good way of learning how to use ACS and of providing valuable feedback. 

ACS performance in critical areas (and in particular bulk data transfer and
notification channel) continues to need verification and monitoring, now that A
is in use at the ATF and OSF. We measured performance in ACS 3.1 and 
developed a standard performance measureme
have continued to expand this performance suite, with significant add
event- and logging-tests for ACS 7.0 and 8.0. 

For more details see the ACS performance pages on the ACS Wiki: 

• http://almasw.hq.eso.org/almasw/bin/view/ACS/AcsPerformances 

ch a 

t 

ue 
borate with Control and Correlator subsystems in further development and 

his should not be the responsibility of ACS 

ct Termination Plan 

t that 

pment by the JSI institute in Ljubljana and are now 

overed by LGPL license with a parallel special 
license agreement with JSI and Cosylab to allow more flexible usage of the code 
for these specific components. 

3.4.1 TMCDB support 
CIPT Management has asked us to consider taking responsibility for the 
Telescope Monitoring and Configuration Database that has been developed 
jointly with the Control subsystem. We believe that the details of the ALMA 
hardware devices are so intertwined with the design of the TMCDB that su
course would not be advisable. It could even imply that parts on the Control 
subsystem code would have to precede ACS in the build order, and would 
compromise the nature of ACS as a general framework. It is ironic that in the pas
some of the developers in the Control and Scheduling subsystems have made 
strenuous efforts to keep their subsystem code “ACS-free,” but that what is now 
under consideration is making ACS Control-dependent. We do expect to contin
to colla
enhancement of the TMCDB, but t
alone. 

3.5 Proje
See [Plan] 

3.6 Intellectual Property 
In addition to what has been specified in [Plan] we have to take into accoun
some core components of ACS (BACI, MACI and ABeans) [ACS] are derived 
from a previous develo
developed in collaboration with this institute and the Cosylab company under a 
consultancy contract. 

All ACS software is therefore c
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4 Technical Process Plans 

4.1 Development Model 
See [Plan] 

The software development model for ACS is incremental. It was based on a 6 
month Release cycle until 2006. Since the core of ACS is now very stable, we 
have switched to a 12 month Release cycle.  

Between any two releases new “patch releases” will be made available whenever 
necessary. A new “patch release” will contain patches and high priority new 
features requested by the subsystem teams and will be numbered with a third digit 
(for example, ACS 7.0.1 was the first patch release of ACS 7.0).  

Constraints for a new “build” are: 

• It is fully backward compatible with the official release and no 
changes to the application code are necessary. 

• It is based on all the same core components as the official release 
(operating systems, CORBA tools, compilers). 

• Requires minimal effort for upgrade, i.e., it does not require a 
complete ACS re-installation. 

Exceptions to these constraints have to be justified by subsystem development 
requirements. Since ACS 5.0, with the switching to a 12 month release cycle, it 
has been necessary to accept the introduction of a few backward incompatibilities 
because of the longer main release cycle. 

This model has been successfully used. For the past releases of ACS we had 
considerably less than one “patch” per month and this has allowed responding in a 
quite agile way to requests coming from the subsystem teams. 

Given that this model is described in [Plan] only the Milestone names and their 
due dates are given below. 

In addition to what is described in [Plan] we have to take into account that all 
subsystems depend on ACS. Therefore the global ALMA plan has to be aligned in 
such a way that a new Release of ACS is available to the subsystem teams at the 
beginning of their own development cycle, i.e. just after (Incremental) Subsystem 
Integration Release. This includes the integration of the Archive in the ACS 
release. 

In this way, the first step of each new subsystem development cycle will consist 
of installing the new ACS, porting the existing code to it and analyzing the new 
features provided by the ACS Release. 
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Afterwards the ACS Release will be stable for the whole development cycle of 
the subsystem. 

This is possible because ACS development was started well in advance during 
Phase 1 and ACS has already completed many development cycles. 

Subsystem Start (T0):  2002-06-01 

2002-06-01 is the official Project Start date, but we can consider the work for 
ACS already started in Phase 1. Therefore the dates for PDR and R0 do not follow 
the same rules that apply to the other subsystems. 

Internal Design Review (IDR):  2002-12-01 

Main activity for IDR has been the update of the existing ACS Architecture 
document [ACS] based on the experience accumulated in Phase 1 and to extend it 
to take into account [Architecture]. 

Preliminary Design Review (PDR) (T0+8 month):  2003-03-15 

The ACS Architecture [ACS] has been updated based on the results of IDR and 
on the feedback from the other subsystems that have started their development 
activity, in particular using the new prototype for the Java Component/Container 
Mode specified in [Architecture]. 

(Incremental) Release (R0,8)  

ACS releases are shifted with respect to subsystem release so that a new ACS 
release is available at the beginning of a subsystem development cycle. 

ACS 2.0 (November 2002) should have been normally used for R0 development, 
but this release did not contain the Java Component/Container prototype that was 
needed for high level subsystems development. 

This prototype has been included in an “update” release called ACS 2.0.1 and 
distributed at the end of January 2003. 

We have had up to the current CDR (6) therefore: 

• R0 - ACS 2.0.1 – January 2003 

• R1 - ACS 3.0 – October 2003      

• R2 - ACS 4.0 – October 2004 

• R3 - ACS 5.0 – October 2005 

• R4 - ACS 6.0 – October 2006 

• R5 - ACS 7.0 – September 2007 

Highlights of this, the most recent major release of ACS:  
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1. Support for the Telescope Monitor and Configuration Database 
(TMCDB) 

2. Introduction of Java version 1.6, with its performance 
improvements and troubleshooting/debugging tools (that were used 
to remove major memory leaks for this release). 

3. Enhancements and bug fixes in numerous areas of ACS, including 
logging, alarm system and bulk data transport. 

4. The 7.0.1 patch release contained fixes and enhancements resulting 
from the first few months of operation of the ATF by the CIPT. 

5. Although not formally part of an ACS release, we championed the 
test and installation of the NoMachine graphical desktop-sharing 
software to support remote engineering at the ATF (and probably 
also at the OSF.) 

Currently planned are: 

• R6 – ACS 8.0 – September or October 20081 

Highlights (planned): 

1. Porting to a new version of the operating system, RHEL 5.2, 
needed to accommodate new hardware purchases, and C++ 
compiler, gcc 4.x. 

2. Robustness enhancements to logging and notification services. 

3. Enhancements to user’s logging interface (jlog) 

4. Crucial fix to bulk data reliability. 

5. Choice of COTS software (e.g., Xtradyne or ObjectWall) to 
support remote engineering through firewalls, for example, from 
Europe or the USA to the OSF. (Such software furnishes 
significantly better performance and response time, even with 
respect to the NoMachine software mentioned previously.) 

6. Numerous other fixes and performance enhancements. 

7. Between ACS 8.0 and 9.0 we will develop a component co-located 
in the antenna computer for receiving monitor data from the 
devices there; this will be part of a joint Control-ACS effort to 
resolve scalability issues that are expected as more antennas are 

                                                 
1 Since this release includes major updates to the operating system, compiler and real-time kernel, we must 
be sure that these changes have been successfully tested (also by the two critical subsystems, Control and 
Correlator) before ACS 8.0 is released. 
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added to the system.  

• R7 – ACS 9.0 – September 2009 

During the year leading up to this release, we will need to resolve the 
following major concerns: 

1. Is support for 64-bit applications and operating system necessary? 
Such support has been requested by the correlator subsystem, and 
the memory resources required by the components used on the 
antenna computers (ABMs) are growing beyond what was foreseen 
at the start of construction. 

2. Is the CORBA A/V Streaming protocol currently used for bulk 
data transport adequate to support the increase in number of 
senders and receivers over what was originally specified? Should 
the answer be negative, we will need to select and integrate a 
technology more suitable to the purpose. 

3. Can federation of ACS instances and services (such as the 
Notification Service) ensure the needed scalability of the system 
from two to 66 antennas? 

• R8 – ACS 10.0 – September 2010 

 

ACS 2.0.1 was distributed at the end of January 2003, before application 
subsystems’ R0 (2003-05-01), to make it available for use in that release. 

All other releases are aligned to be released at the same time of the official release 
for the integrated ALMA software, with the actual ACS in use by integration 
being the latest ACS patch release for the previous ACS official release. Note that 
now ACS is on a 12 month release cycle while until ACS 4.x it was on a 6 month 
release cycle. 

The ACS release includes integration with Archive and is synchronized to allow 
the other subsystems to switch to the new release after integration of their 
previous release. 

Note therefore that each major subsystem release will be based on the latest stable 
ACS *.*.* patch release. This should warranty the best stability of the final 
system. With the ramp-up of activity at the ATF and the OSF, the frequency of 
software deliveries to be used “in anger” has increased, so that, in some cases, 
fixes and enhanced ACS features may be provided even between patch releases. 

(Incremental) Critical Design Reviews (CDR1,4) (T0+11 months and ~ yearly 
afterwards): 
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• CDR1 - 2003-06-15 (1.5 month later to account for PDR) 

• CDR2 – 2004-07-31      

• CDR3 – 2005-06-09 

• CDR4 – 2006-05-17 

• CDR5 – 2007-05-20 

• CDR6 – 2008-07-20 

• CDR7 – 2009-05-20 

• CDR8 – 2010-05-20 

 

Readiness  Review (RR) 2007-05-20) ????? 
This is now the same thing as CDR-5 

Preliminary Acceptance Review (PAR) (2007-12-01) 

Support Completion (2011-12-31) 

 

4.2 Methods and Tools 
See [Plan] 

Details are provided in [ACS] and [ACSReq] 

A recent (though overdue) development has been some experiments that ACS 
team members have done with the Eclipse Rich Client Platform (RCP) as a basis 
for new applications. A preliminary GUI for event monitoring and display has 
been developed using the Eclipse RCP; this application, although requiring 
minimal development effort, has already surpassed in robustness, performance 
and ease of use the existing Python-based ACS Event Browser. While we are not 
advocating the project-wide re-engineering of existing ALMA GUI-centric 
applications to use RCP, we urge CIPT Management to leave this avenue open for 
new developments. (We expect that the use of the Eclipse RCP will be discussed 
at the next CIPT subsystem leads’ meeting in September, 2008.) 

4.3 Infrastructure 
Each site where ACS development takes place must have independent access to a 
complete ACS development environment. Since real-time ACS development and 
support are concentrated in Garching and Socorro, only these two sites need direct 
access to RTOS machines. RTOS computers in the Standard Test Environments 
(STEs) maintained by the ITS team can also be used when available. 
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Each developer must be able to work independently from other developers, 
sharing only the most expensive resources that are not needed all the time. 

Based on these considerations and taking into account what is specified in 
[Architecture], [ACS] and [ACSReq]: 

• Each developer must have available: 

• 1 Windows personal computer for Windows/Java development and 
office automation 

• 1 Linux workstation for ACS development (or a VmWare virtual 
machine with Linux, running inside the Windows personal 
computer). 

• Each site must have available 

• 1 Linux Server for Database applications and for centralized ACS 
services. In Garching we make use also of a Web Server machine 
for ACS web hosting and Web Start deployment. This is shared 
with other teams. 

• Garching and Socorro sites must have available for real time Linux 
development and support to the teams developing real time code,1 
VME crate with: 

• VMIVME 7766 main board 

• CAN board defined by Control 

• Parallel IP board to connect to the timing pulse. This is needed 
also if not timing pulse is connected because software from 
Control needs the board to be present 

• IP carrier 

• Some CAN devices for testing  

Notice that these real time resources can be shared with the Control 
and the ITS teams and that the versions and vendors of boards used are 
being reviewed. It might be necessary to update the boards or some 
other related hardware. 

• ACS Integration and testing will be done in Garching on a dedicated 
and isolated ACS Control Model. 

• At any time there will be two versions of ACS in use by the team: 

• The last released version (used by all other ALMA teams), that has 
to be supported. 
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• The version under development. 

This requires the availability, at least in Garching, of one or two 
systems with the last released version of ACS. These systems can be 
based on VmWare and share common HW with development systems. 

• A pool of ACS Linux and Windows workstations will have to be 
available in Garching for ACS training. This pool can also be based on 
a single PC with dual operating systems hosted by VmWare. Trainees 
can also come to Garching with their own laptops with VmWare on 
which ACS gets installed. They can in this way take the installed 
system back to their own sites at the end of the training. 

Notice that with CDR 4 we have removed the requirements for VxWorks support, 
which has been completely replaced by real time Linux. We have also removed 
the requirements for Linux workstations with the CAN simulator, since it has 
been decided that the CAN simulator will not be used any more and will be 
phased out. 

It is assumed that ACS integration testing is done in collaboration with the 
ALMA SW integration team and that System Management resources are available 
for the maintenance of the systems described in the previous paragraphs. 

It is also assumed that all HW will be upgraded or replaced at least once in the 
2003-2011 period. On the other hand, Linux workstations are not under heavy 
usage, since are essentially single user machines. This allows us to effectively use 
also older machines, in particular for training and support of previous ACS 
versions. 

Most of the development HW has been already purchased, but some machines 
need now to be replaced to match the new hardware used at the ATF, OSF and at 
the other sites. It should be kept in mind that ACS testing needs to take place 
always also on the latest hardware that can be purchased from the selected 
vendors. This is of utmost importance when considering machines with multi core 
CPUs or multiple CPUs. 

The infrastructure for the whole team is therefore, with the given assumptions and 
considering 4 + 2 (ALMA-J) team members in Garching, 1 at NRAO and 1 HIA: 

• 8 Windows PCs for Windows development and office automation (not 
to be put at budget) 

• 14 Linux development workstations (1 each developer, with VmWare 
+ 1 each site for database + 2 in Garching for Control Model  +2 in 
Garching for training) 

• 2 Linux VME crates/LCUs for real time Linux development (1 in 
Garching and one in Socorro). 
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See section 1.4 for details on the HW that needs to be actually bought, taking into 
account what is already available from Phase 1. 

4.4 Acceptance Plan 
See [Practices] 

All ACS code will be validated with tools for code checking, and test coverage as 
specified by the Software Engineering team.  

The Software Engineering team will select the tools to be used and the ranges of 
values for the used metrics that define the acceptability of a release. 

Each ACS module has its own modular test designed to test the functionality 
implemented by the module. 

We also adopt an “incremental coverage” approach. The modular test of each 
module includes also tests designed to exercise features of the lower level 
modules in the dependency tree. This allows writing comprehensive tests in an 
easier way, profiting from the features made available by higher level modules. 

Some top level ACS modules contain ACS integration tests whose purpose is to 
test the complete integrated ACS software. 

In this way the test coverage of ACS is the result of the coverage of the complete 
test suite. 

ACS pre-releases are distributed to subsystems that are particularly interested in 
new features, so that they can test them and provide feedback before the final 
release. This allows early discovery of bugs and tuning of the implementation. 

5 Supporting Process Plans 

5.1 Configuration Management 

The process described in [Practices] is applicable. 

5.2 Validation 
See [Plan] 
ACS development includes automatic regression tests both in the form of modular 
and integration tests, according to what described in section 4.4. 
These tests are used to validate each release. 

Before each release, the latest official ALMA software version (for example the 
final tag of the latest integration) is built using the candidate ACS release. If 
possible automatic integration tests are executed. This allows us to validate 
backward compatibility and to spot unexpected/undocumented compatibility 
problems. 



 

 
ALMA Project 
 
ACS Software Development Plan 

 
Doc # :   COMP-70.25.00.00-001-F-PLA 
Date:      2008-06-13 
Status:   Draft 
Page:      29 of 41 

 
There is no validation of ACS with external users, since ACS is only visible 
directly to the subsystem developers. 

5.3 Documentation 
See [Plan] and [Practices]. 

ACS delivers extensive documentation as described in section 1.3. 

5.4 Quality Assurance 
See [Plan] and [Practices]. 

5.5 Reviews 
See [Plan] and [Practices]. 

5.6 Problem Resolution 
See [Plan] and [Practices]. 
ACS provides extensive support to subsystems, in particular during integration 
with new releases. A sizable amount of ACS resources are allocated to support.  

5.7 Process Improvement 
Feedback and contributions from the users are not sufficient. 

We would like to have closer interaction with the users in order to: 

• be able to suggest solutions (how ACS should be used to solve a specific 
problem) 

• identify what parts of ACS need changes or are not used 

• improve documentation 

During R2 and R2.1 (although less) the ACS team was heavily involved in 
supporting the ITS team. In this activity we inspected the code produced by the 
other subsystems several times. We have noticed that very often ACS was not 
used in the way it was supposed to be used or features provided by ACS were not 
known and/or not used. Better documentation help, but we believe that code 
reviewing can be much more effective in this respect. This was discussed also at 
the R2.1 meeting, but in order to be able to really apply it, we would have to 
increase the time allocated by ACS for support. At CDR3 we have agreed that we 
will allocate time for code reviews. Unfortunately, this idea has not found favor 
with some of the subsystems, so that we will perform such code reviews only 
upon subsystem or management request. We have also discussed the possibility of 
pair programming sessions (used very effectively within the ACS team), but we 
have agreed that this is impractical for our development situation. 

During the planning and development of ACS 4.1 we have applied a new 
technique to involve the user community: all new ACS features and refactoring 
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activities have been described in detail on Wiki design pages and officially 
reviewed by selected users. 

This experience, while technically very positive, was very expensive and had the 
side effect of depleting the time available for proper documentation in this 
development cycle (although these design and discussion pages were effectively 
good documentation of the discussed features). More recent releases of ACS have 
contained less extensive changes that have not required community review in 
advance. 

ACS team members have been heavily committed in the FBTs since 4Q 2005. 
The experience with FBTs is very positive and has allowed major progress in the 
functionality of the integrated system. The impact on the resource allocation of 
ACS is so variable that we have subsumed it under the general category of 
“support;” if the ATF experience is regarded as a pseudo-FBT, then over its 
nominal 6-month lifetime, the two ACS team members seconded to the ATF 
amount to a 0.75 FTE-y contribution to that FBT. In such cases, of course, FBT 
support limits what the ACS team can implement as new 
developments/extensions in the latest release cycles. On the other hand this is to 
be expected because ACS is by now very stable. 

 

6 Software Description 
The description of the ACS Software is provided by the [ACS] document and by 
the Technical Architecture section of [Architecture]. 

The [ACS] document has been extended to cover the aspects currently described 
in [Architecture]. 

6.1 Software External interfaces 
See [ACS] and [Architecture] 

6.2 Software Design 
See [ACS] and [Architecture] 

6.3 Packages 
See [ACS] and [Architecture] 

The current packaging structure is described in [ACS]. 

6.4 Interfaces between Packages 
See [ACS] and [Architecture] 

6.5 Integration of Packages 
See [Plan] 
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7 Attachments 

7.1 Detailed Planning 
The planning for ACS development is affected by the following primary factors: 

• The planned PDR resource allocation over the 2005-2011 period is of 
about 6.0 FTEs/Year including Japan contribution. (plus about 1 FTE-
y in-kind contribution for 2007) 

• Delays in the allocation of resources from ALMA and increase in 
scope in the past years have been handled by in-kind contributions not 
accounted for in the ALMA budget.  

• Therefore the increase in scope is effectively compensated by the 
ALMA resources not allocated but planned until 2004. The total 
number of FTEs for ACS development allocated by ALMA remains at 
29.4 FTE-y + 7 FTE-y from Japan for the overall period, although 
more total resources have been allocated to ACS using in-kind 
contributions. 

• Availability of ACS features is a prerequisite for the development of 
many subsystems.  

• The effect of FBTs in the time allocation of ACS team members is 
variable, but has occasionally reached 50% of the ACS resources in 
the past. 

In contrast to earlier versions of this plan, for CDR6 we have retrospectively 
analyzed the resources planned for each of the ACS releases from ACS 3.1 to the 
next release, ACS 8.0, and have further subdivided the items given as 
“Design/Development” in the original ACS planning spreadsheets into “New 
features” and “Enhancements/Maintenance.” Since this was an after-the-fact 
exercise, the results are not precise, but they nevertheless show the shift in 
emphasis away from the development of new features and towards enhancements 
and maintenance of existing features in the more recent ACS releases. We have 
kept the estimate of resources in FTEs as for the previous CDR, taking into 
account in-kind resources as well as ALMA officially allocated resources: 

Cycle New features 
Enhancements/
Maintenance Testing Documentation 

Support/ 
Training Manag. Coordination

0a-ACS 0.x 1.1 0.4 0.4 0.3 0.1 0.2
0b-ACS 1.x 1.2 0.4 0.4 0.6 0.1 0.2
1-ACS 2.x 1.5 0.5 0.5 1.7 0.1 0.4
2-ACS 3.x 1.7 1.4 1.2 1.2 1.3 0.1 0.4
3-ACS 4.x 1.9 2.5 1.3 1.7 1.3 0.1 0.4
4-ACS 5.x 0.9 3.9 1.2 2.0 1.8 0.1 0.5
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5-ACS 6.x 0.3 3.1 1.2 1.2 0.8 0.1 0.5
6-ACS 7.x 0.3 3.2 1.2 1.1 1.5 0.1 0.5
7-ACS 8.x 0.7 2.4 1.2 1.1 1.5 0.1 0.5

Where we have considered that: 

• A considerable amount of design/development has been already done 
in phase 1. This covers important core ACS packages in particular in 
the area of Control System applications.  

• 0.3 FTEs of training in cycles 1 and 2 would have been recovered by 
training-on-the-job tasks 

• We have placed work in under support. 

• Support requests continue to grow as we get nearer to the final release. 

• Testing is about 10-20% of combined New 
features/Enhancement/Maintenance time. 

• Documentation is about 20% of combined New 
features/Enhancement/Maintenance time. 

• Managing accounts for team’s manager activities for the management 
of the ACS team, ACS planning and reporting to ALMA SW 
management. 

• Coordination time is equally distributed among all ACS team members 
and includes the participation in global ALMA meetings and ACS 
weekly status and coordination meetings, including the time needed 
for the preparation of reports.  

This can be seen with a different representation in the following diagram: 

Resource allocation
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1.0
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4.0
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9.0
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It is therefore very important to accurately select per each major and minor 
release the new ACS features that will have to be implemented, by discussing at 
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each CDR and at ACS planning meetings a prioritized list with the subsystem 
teams. This has been done successfully for all ACS releases to date. 

Changes in priorities and special requests can be handled with In-Kind 
contributions to the ACS development team from other teams or from external 
groups. 

The general idea is that all ACS packages will be developed in parallel, 
implementing at any cycle only the features with higher priority and revising the 
priorities at each CDR. 

In the first two cycles, priority was given to the design/development of interfaces 
with a bare bones implementation. Priority in the first cycle has been given to the 
Java Component Model. Priority in the second cycle has been given to features 
requested by the pipeline, OT and executive high level teams and in particular at 
extensions of the Manager capabilities for high-level applications (like dynamic 
deployment of components and administration) and at the implementation of the 
Python Container. 

The third cycle has been dedicated mainly to the development of the BulkData 
system and of features required for the Offline development (Task and 
Parameter). Re-factoring and cleanup of interfaces and implementations also had 
an important role. 

The fourth cycle has been dedicated to the development of extensions to the 
existing packages based on the feedback from the subsystems, as well as to 
cleanup and optimization of the code. 

The fifth cycle has been dedicated mainly to developments related to the requests 
from FBTs and to further optimization and cleanup of the code. 

In the third cycle we have dedicated a sizable amount of time to performance 
measurements, and this activity is ongoing. 

Current and future cycles will be mostly dedicated to the stability and reliability 
of the system, with extended tests under stress conditions. 

Details on the ACS planning for each release are available in the ACS Wiki: 

• http://almasw.hq.eso.org/almasw/bin/view/ACS/AcsPlanning 

and in the ACS CVS documentation branch where the older versions of this 
document are archived: 

• CVS:ACS/Documents/ACSSoftwareDevelopmentPlan 

Since ACS 3.0, the detailed allocation of resources is maintained in the Wiki 
document.  
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These documents provide details of the time allocated for the development of 
ACS features and describe the changes in planning (re-scoping, additions) at each 
release and after the release. 

7.2 Requirements Compliance Tables 

Last update: 2008-06-13. 

The following table provides a trace of all requirements expressed in the ACS 
Requirements Document [ACSReq].  

The entries in this table have been extended to take into account the requirements 
expressed in the in the ALMA Software Architecture & High-Level Design document 
[Architecture] and not already listed in the ACS Requirements Document [RD01].  

Notice also that the ACS Requirements Document [RD01] is often necessarily generic 
and has been last updated in 2005. In many cases, requests for new requirements or 
extensions to ACS come from the discussions with the other ALMA sub-system’s teams. 
This happens in particular for the recent requirements from pipeline and high level 
applications. We have therefore added such items in this table as further specification of 
items already foreseen in general terms in [RD01] or as new entries. For more details 
look at the minutes of the ACS planning meetings in the ACS wiki: 

• http://almasw.hq.eso.org/almasw/bin/view/ACS/AcsPlanning 

 A Release column specifies when the core or major extensions of the described 
requirement has been or will be implemented. 

What follows is the planned set of releases (1 major release every year, with an 
intermediate minor release): 

• 0.0 is the first prototype release (2000-11-15, Done!) 
• 1.0 is the first production release, that should implement all basic functionality 

(2001-09-27, Done!) 
• 1.1 is a bug fixing release (after a 6 month cycle), providing no new functionality 

(2002-04-16, Done!) 
• 2.0 is a major release (November 2002, Done!) 
• 2.1 is a minor release (June 2003, Done!) 
• 3.0 is a major release (November 2003, Done!) 
• 3.1 is a minor release (April 2004, Done!) 
• 4.0 is a major release (November 2004, Done!) 
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• 4.1 is a minor release (May 2005, Done!) 
• 5.0 is a major release (November 2005, Done!) 
• 5.1 is a minor release (April 2006, Cancelled. Replaced by patch releases.) 
• 6.0 is a major release (October 2006, Done!) 
• 7.0 is a major release (October 2007, Done!) 
• 8.0 is a major release (October 2008) 

Many details have been provided for past releases; nearly all of the original requirements 
on ACS have been implemented by now. The next and following releases respond either 
to new requirements that have yet to be formalized in the requirements document (e.g., 
bulk data as a many-to-many rather than a one-to-many service, high data-rate logging) 
or to performance, robustness and scalability needs that are only becoming clear now that 
the system is being used in anger at the ATF and OSF (e.g., an enhanced interface to the 
event channel to enable the channel to survive even when clients are slow, crash and/or 
do not release resources in a timely way). The detailed planning for the current release 
can be found on the TWiki and in the planning spreadsheet released with CDR6. From 
now on, release deliverables will be dynamically defined based on the priorities identified 
together with the Subsystem’s contact persons and at each CDR. Only the major blocks 
are identified.  

When only partial functionality is implemented in a release, the release number is put in 
parenthesis. Some requirements (like 2.3, 3.1.1 and so on) are at the core of the whole 
ACS and therefore it does not make any sense to specify a release for implementation. In 
this case the release is marked as Not Applicable (N/A). 

Item in ACS Technical Requirements [RD01]  ACS Architecture Release 

2.3. Reference Architecture 1.3  N/A 
3.1.1. ACS Scope: Scope. 1.2  N/A 
3.1.2. ACS Scope: Design. 1.2, 2.1  N/A 
3.1.3. ACS Scope: Use.  1.2  N/A 
3.2.1. User Requirements: Users. 1.2  N/A 
3.2.2. User Requirements: Value retrieval. 

Implementation of interfaces. Basic engine. 
Hierarchy of access classes (Memory, Properties) 
Performance enhancements  

3.6.3  
1.0 
1.1 
(4.1) 5.0 

3.2.3. User Requirements: Value setting. 2.5.11.2  0.0 
3.2.4. User Requirements: Local and central operation. 2.2  (0.0) 1.0 
3.2.5. User Requirements: Remote access. 2.2  1.0 
3.3.1. System requirements: Size. 4.4  0.0 
3.3.2. System requirements: Serialization.  

Prototype 
Pluggable transport interfaces 
XML format definition 

3.5.3.1, 3.5.5  
2.0 
2.1 
2.1 
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CORBA transport 
HTTP and Email transport 

2.1 
req. canceled 

3.3.3. System requirements: Migration. 3.5.6  3.1 
3.3.4. System requirements: Simulation. 3.5.9  4.0 
4.1.1. Value retrieval: Direct value retrieval. 3.5.11.1  0.0 
4.1.2. Value retrieval: Indirect value retrieval. 3.6.3  1.0 
4.1.3. Value retrieval: Rate 3.5.12.2, 3.5.12.3  1.0 
4.1.4. Value retrieval: Transparency.  3.6.3  1.0 
4.1.5. Value retrieval: Values at given time. 3.5.12.3  (0.0) 1.0 
4.1.6. Value retrieval: Data channel. 

CORBA Notification Service 
High Level API 
Event Browser (from I&T team) 

3.6   
1.0 
(2.0) (3.0) 3.1 
3.1, 8.0 

4.2.1. Database: 
Configuration Database. 
Implementation based on VLT CDB 
Implementation based on XML files  
Online database browser 
Write interfaces 
Implementation based on ALMA Archive 
Database configuration tools 
 

3.5.3, 3.13.14  
 
0.0 
2.0 
2.1 
3.1 
(3.0) (3.1) 6.0 
TMCDB 

4.2.2. Database:Database design. 3.5.3.2  1.0, 7.0 
4.3.1. Sampling: 

Prototype and interfaces 
Enhancements requested by AIV 

3.17   
(1.1) (2.1) 3.0 
7.0.1, 8.0 

5.1.1. Tools: Framework. 3.22.1  2.0 
5.1.2. Tools:Procedures. 3.11.1  2.0 
5.1.3. Tools:Browser. 3.11.10  1.0 
5.1.4. Tools:Analysis tool. 3.19.5  1.0 
5.2.1. Scripts: Scripts. 3.20.1, 3.20.2  (0.0) 1.0 
5.2.2. Scripts:Functionality.  3.20.3  0.0 
5.3.1. Libraries: Time conversion 3.9.3.1  (1.0, TICS) 3.0 
5.3.2. Libraries: Mathematics 3.16  2.0 
5.3.3. Libraries: Astrometry 3.25  2.0 
6.1.1. Messages: Messages 3.15.3  (0.0) 1.0 
6.1.2. Messages: Commands. 3.15.1  0.0 
6.1.3. Messages: Syntax Check.  3.15.2  4.1 
6.1.4. Messages: Validation. 3.15.2 1.0 
6.1.5. Messages: Programmatic use.  3.15.7, 3.15.14 (1.0) 4.1 
6.1.6. Messages: Command delivery. -   
6.1.7. Messages: Mode. 3.15.3  (0.0) 1.0 
6.1.8. Messages: Timeout.  3.15.3  (0.0) 1.0 
6.1.9. Messages: Intermediate replies. -   
6.2.1. Logging: Logging. 

Interfaces and implementation with CORBA 
Telecom Logging 
Prototype GUI 
Integration with ALMA Archive 

3.8.2, 3.8.4   
(0.0) 1.0 
 
1.1 
6.0 
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Java client services 
Final GUI (w/enhancements) 

2.1 
3.0, 7.0, 8.0 

6.2.2. Logging: Persistency. (see also configuration 
database) 
Object-Relational mapping scheme 
RDBMS and XML mappings 
Advanced query capabilities 

3.8.6    
 
2.0 
2.0 
4.1 

6.2.3. Logging: Filtering. 3.8.11  (0.0) 1.0 
6.2.4. Logging: standard API 3.8.7 2.1 
6.3.1. Definition. 3.7.6  N/A 
6.3.2. Errors: Tracing. 3.7.3  1.0 
6.3.3. Errors: Severity. 3.7.10  1.0 
6.3.4. Errors: Presentation.  3.7.8  (0.0) 1.0 
6.3.5. Errors: Configuration. 
          Error definition GUI 

3.7.9  (2.0) 2.1 
6.0 

6.3.6. Errors: Scope.  3.7.2  0.0 
6.4.1. Alarms: Definition. 3.16  N/A 
6.4.2. Alarms:Behavior. 3.16.4 (2.0) (4.1) (5.0) 

(6.0) 7.0 
6.4.3. Alarms:Severity. 3.16.4  (2.0) (4.1) (5.0) 

(6.0) 7.0 
6.4.4. Alarms:State. 3.16.4  (2.0) (4.1) (5.0) 

(6.0) 7.0 
6.4.5. Alarms:Hierarchy. 3.16.5 (4.1) (5.0) (6.0) 

7.0 
6.4.6. Alarms:Alarm logging. 

Prototype 
Final implementation 

3.16.3  
1.1 
(4.1) (5.0) (6.0) 
7.0 

6.4.7. Alarms:Configuration. 3.16.4  (4.1) (5.0) (6.0) 
7.0  

6.4.8. Alarms:Binding.  3.16.6  (4.1) (5.0) (6.0) 
7.0  

7.1 Bulk data transfer 
Interfaces  
Prototype implementation 
Performance verification 
Optimized performance 
Distributor 

3.18.1  
3.0 
3.1 
4.0 
4.1 
(5.0) 6.0 

7.1.1. Bulk data transfer : Image pipeline 3.18.1 6.0 
7.2.1. Data format: FITS format shall be supported. 

C++ support 
Java and/or Python support 

3.25   
2.1 
3.1 

8.1.1. Time System: Standard. 3.9.2  1.0 
8.1.2. Time System:  API.  3.9.3.1  1.0 
8.1.3. Time System: Distributed timing.  

Integration of TICS Time System into ACS 
3.9.1   

 (3.0) 3.1 
8.1.4. Time System: Services.  3.9.3.3  1.0 
8.1.5. Time System: Resolution.  3.9.5  1.0 
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9.1. Security.  
       Passive security. Basic DO access 
       User authentication and access rights 

4.1   
(1.0) 
(4.1) 7.0 

9.2.1. Safety: All human and machine safety  4.2  0.0 
9.2.2. Safety: The use of software limits shall be supported 4.2  1.0 
9.3 Reliability 4.3  1.0 
9.3.1 Robustness  7.0(.1), 8.0 
9.4 Performance 
      ACS performance test suite 

4.4 0.0, 3.1, 4.0, 5.0 
(3.1) (4.1) (5.0) 
(6.0) 7.0(.1), 8.0 

10.3.1. Software Standards: RTOS. 
         VxWorks support 
         Real Time Linux support 

5.1.1  
0.0, 3.0, 4.1 
(Linux) 
3.1, (4.1) 5.0 

10.3.2. . Software Standards: High level operating system. 5.1.1 0.0, 8.0 
10.3.3. . Software Standards: Compiled Languages. 2.2, 5.1.1 0.0 
10.3.4. . Software Standards: IDL.  3.13.1.2 0.0 
10.4.1. Communication Standards: CORBA. 3.13.1 0.0 
10.4.2. Communication Standards: ORB independence. 3.5.8 0.0 
10.4.3. Communication Standards: LAN.  1.3 0.0 
10.4.4. Communication Standards: Backbone.  1.3 0.0 
10.4.5. Communication Standards:  Field-bus. 1.3 0.0 
10.5.3. Reference Products: RTOS 3.4.2, 5.1.1 0.0, 3.1 
10.5.4. Reference Products: OS 3.4.2 0.0, 3.1 
10.5.5. Reference Products: Configuration DB 
             Prototype of Configuration Database 
             File-system based CDB  
             Implementation of CDB on ALMA Archive   

3.5.3.2  
(0.0)  
2.0 
(3.0) (3.1) (6.0) 
TMCDB 

10.5.6. Reference Products: Scripting language 2.2, 3.17.4 (0.0) 1.0 
10.5.7. Reference Products: Analysis and plotting 3.19.3 4.1 
10.5.8. Reference Products: CORBA ORB 3.5.8 0.0 
10.5.9. Reference Products: Data transfer 4.4 (0.0) 1.0 
10.5.10. Reference Products: The XML format 3.5.5 2.0 
10.5.11. Reference Products: LAN 1.3 0.0 
10.5.12. Reference Products: Field-bus 1.3, 3.4.1 0.0 
11. Life cycle aspects 5 0.0 
11.1.1. Life cycle aspects: Prototyping 5 0.0 
12.1.1. User Interface: Portability 3.19.1.2  0.0 
12.1.2. User Interface: Extended portability 3.19.1.2, 3.16.1.3  (0.0) 1.0 
12.1.3. User Interface: Tools 3.19.2  0.0 
12.1.4. User Interface: Modularity 3.19.4  0.0 
12.1.5. User Interface: ACS GUIs 3.19.3  (0.0) 1.0 
12.1.6. User Interface: Location 2.2 1.0 
12.2.1. Hardware interfaces 3.4.1 (0.0) 1.0  
12.3.1. Software Interfaces:  
            The ACS shall be integrated and tested 

5.1   (0.0) 1.0 

13.1.1. ACS Design Reqs.: Distributed Objects and 
Commands.  

2.1, 3.5, 3.5.1.5, 3.13.1  0.0 
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13.1.2. ACS Design Reqs.: Standard methods.  3.5.4 2.0 
13.1.4. ACS Design Reqs.: Events.  3.5.12.1  (0.0) 1.0 
13.1.5. ACS Design Reqs.: Configuration.  5.1   1.0 
13.1.6. ACS Design Reqs.: Modularity.  5.1   1.0 
13.1.7. ACS Design Reqs.:  Portability. 5.1.1  0.0 
14.1.1. Style guide reqs.: Logging of commands 3.8.3 1.0  

14.1.9. Style guide reqs.: Dynamic configuration 3.5.3.5 1.0  

15.1.1. Components: Components 
            C++ 
            Java 
            Python 

2.2, 3.4  
1.0 
2.0 
3.0 

15.1.2. Components: Lifecycle Interface 
            Java Prototype 
            Implementation for all languages 

2.2, 3.4.1  
2.1 
(3.0) 3.1 

15.1.3. Components: Service Interface 2.2 1.0 

15.1.4. Components: Deployment 
            Deployment information in CDB 
            Manager federation and scalability [Architecture] 
 
            Dynamic deployment interface (Pipeline req.) 
            Deployment based on Load Balancing recipes 
             (Pipeline req). 
            Advanced task management ([Architecture], 
              pipeline req.) 

2.3, 3.10.2, 3.10.6 
 
 
  
 

 
1.0 
(4.1) (5.1) (6.0) 
7.0 
3.0 
(3.1) (6.0) 9.0 
 
(4.1) (6.0) 9.0 

15.2.1. Container Services: Lifecycle 
            Java Prototype 
            Implementation for all languages 

2.2, 3.4.1  
2.1 
3.0 

15.2.2. Container Services: Languages 
            C++ 
            Java 
            Python (Pipeline req.) 

2.3, 3.10.9 (to be extended 
with Python container) 
 
 

 
1.0 
2.0 
3.0 

15.2.3. Container Services: Logging 
            C++ 
            Java 
            Python 

3.10.7  
1.0 
2.0 
1.1 

15.2.4. Container Services: Archive 
            C++ 
            Java 
            Python 

3.10.7 3.0 

15.2.5. Container Services: Tight container 3.10.8 2.1 

15.2.6. Container Services: Porous Container 3.10.8 2.1 

15.3.1. Entity Objects: Definition 3.11 2.1 
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15.3.2. Entity Objects: Serialization 3.11 2.1 
15.3.3. Entity Objects: Automatic generation of binding 
classes 

3.10.9, 3.11 2.1 

Manager Administration APIs (Executive req.)  3.1 

Master Component with standard state machine (Executive 
req.) 

 3.1 

Generic State Machine Component (Correlator req.)  Req. canceled 

IDL generic simulator (Santa Fe design Meeting 2003) 
Extensions based on new requirements 

 4.0 
5.0 6.0 

ACS flexible packaging and installation: 
   pure Java ACS installation (OT req.) 
   web start installation (OT req.) 
   run-time only/development ACS installation  
       (various subsystems req.) 
   modular installation with selected ACS components  
      (data reduction req.) 

 2.3 
  
 

 
3.0 
3.0 
(4.1) (6.0) 7.0 
 
(4.1) (6.0) 7.0 

Java ACS on single Virtual Machine (OT req.) 2.3 3.1 

Notes: 

• Requirements in sections [RD01 - 10.1 Standards and Procedures], [RD01 - 10.2. 
Computer hardware standards] and [RD01 - 10.3 Software] are mostly not 
directly traced in the document. They are in any case taken into account and 
satisfied by the choices done for the reference products listed in [RD01 - 10.5 
Reference products].  

• Requirement's section [RD01 - 14. Requirements for applications] is in principle 
N/A to this document, since states requirements for applications and not for ACS. 
Nevertheless, ACS will try to support as much as possible applications in 
satisfying these requirements. For this reason a few sub-sections are directly 
traced in the document.  

• The Alarm System [RD01 – 6.4] was first implemented as a prototype with ACS 
3.1. That initial prototype was then re-written based on the Laser Project 
developed at CERN for the LHC Accelerator (http://proj-laser.web.cern.ch/proj-
laser). This project has requirements very similar to the once expressed for 
ALMA and therefore allows ACS to profit from a very detailed analysis and from 
existing code.   

http://proj-laser.web.cern.ch/proj-laser
http://proj-laser.web.cern.ch/proj-laser
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• Requirements [RD01 - 6.1.6 Command Delivery] and [RD01 - 6.1.9 Intermediate 

reply] are not satisfied by ACS. As discussed during the review phase, they are 
left for the time being to the responsibility of applications. 

Last update: 2008-06-11. 

The following table provides a trace of all requirements expressed in the ALMA 
Operations Requirements and Specification on the Computing IPT [OpReq].  

 
Item in Operations Requirements [OpReq] Priority ACS Architecture  Release 
04.01.04 Software to run at multiple sites independently 0 2.2, 2.3, 3.10 1.0 
04.01.20 Display Framework 0 3.19 (1.0) 

(5.0) 6.0 
04.01.21 User Registration and Authentication 1 4.1 (1.0) 

(4.1) 
(6.0) 7.0 

04.01.27 Reliability 0 4.3 1.0 7.0 
04.01.30 Hardware and Operating Systems Portability 0 2.3 1.0 
04.01.32 General Logging Requirements 0 3.8 1.0 7.0 
08.01.16. Monitor point sampling: 

Prototype and interfaces 
 
Optimized engine 

1 3.17   
(1.1) 
(2.1) 3.0 
8.0 

08.01.18 Warning and Error Messages 1 3.7, 3.8, 3.16 (1.0) 
(5.0) 6.0 

08.01.24 Plotting 0 3.19.3 4.1 
08.01.27 Online Help 1 3.19.6, 3.26 (5.0) 7.0 
11.02.04 Easy operator screen generation 1 3.19 (0.0) 

(1.0) 
exec 
resp. 

04.01.22 User Authorization (Security) 3 4.1 (1.0) 
(4.1) 7.0 
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