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ABSTRACT 
The release planning (RP) problem can be investigated from two 
dimensions – what to release and when to release. We investigate 
the “what” to release decision in terms of which new features or 
change requests should be assigned and implemented in which 
releases of a software system. RP for evolving systems is 
challenging, because the new features might require changes to the 
existing system. A major drawback of existing RP methods is that, 
they do not consider the existing systems in making RP decisions. In 
this paper, we present a technique to detect coupling between 
features based on relatedness of the components that would 
implement the features. The components implementing the features 
are derived from change impact analysis. We integrate the results 
from feature coupling into a RP strategy that encourages the 
assignment of highly coupled features in the same release. This 
helps to avoid haphazard implementation of related features. We 
present a decision support approach that formulates the RP problem 
as a bi-objective optimization problem. Our Bi-Objective Release 
Planning for Evolving Systems (BORPES) is aimed at optimizing 
the value of release plans from both the business perspectives and 
the implementation perspectives. This paper presents BORPES in 
detail and reports on a proof-of-concept case study that investigates 
the applicability of the proposed approach. The bi-objective 
optimization offers a set of Pareto-optimal solutions.  

Categories and Subject Descriptors 
D.2.7 [Software Engineering]: Distribution, Maintenance, and 
Enhancement – Enhancement and corrections. D.6.3 [Management 
of Computing and Information Systems]: Software Management 
– software selection and software maintenance.  

General Terms: Management, Measurement, Design 

Keywords: Release planning, impact analysis, feature coupling, 
evolving systems, bi-objective optimization 

1. INTRODUCTION 
RP involves decision-making about what new features and change 
requests to implement in which releases of a software system. There 
are several planning parameters that influence the assignment of 

features to releases. These parameters include value of the features, 
stakeholders concerns, delivery time, urgency with which the 
feature is required, resource demands, feature interdependencies, 
existing system architecture, and dependencies of the features to the 
code base [5], [25], [26]. A survey of existing research results in RP 
shows that different aspects of these planning parameters have been 
considered to various degrees [27].  

Existing RP techniques focus on the value of features as the major 
parameter of interest when deciding which features to implement 
[27]. However, results from industrial studies reported in [5] have 
shown that these features share other form of relationships that must 
be considered when planning software releases. It is important to 
consider dependency between features, especially for evolving 
software systems that already have version(s) of the system 
deployed.  This is because the new set of features would have to be 
implemented as part of the existing system. In order to incorporate 
these new features, the components (e.g. subsystems, classes, 
methods, files, etc) of the existing software system might have to be 
modified. Thus, it is important to determine the dependencies 
between the features with respect to the components that would 
realize them in the existing system. This research is partly based on 
the intuition that if two features share high number of common 
implementation components, then it indicates the existence of 
coupling between the two features.  

The questions we investigate in this paper are the following: 

1. How do we detect and quantify coupling between features 
based on the overlap in their implementation?  

2. How do we employ the feature coupling information 
together with other planning parameters in making RP 
decisions? 

The main motivation for this work is the importance of maximizing 
the synergy between the features assigned during the RP process. In 
order to facilitate reuse and save on development resources, 
software developers would rather implement features that are 
realized by common components in the same release. By 
implementing such features together, developers may be able to 
implement several features more quickly. This is due to the reduced 
cognitive effort required to understand the implementation of the 
different features when implemented together.  Also, by 
implementing these features together it may be possible to avoid or 
at least reduce the effect of unplanned dependency (as discussed by 
Giroux and Robillard [10]), and to reduce implementation effort. 

This paper makes the following contributions: 

1. It presents a method for detecting and quantifying the 
coupling dependency between features based on overlaps 
in the components implementing the features  
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2. It presents a method for incorporating the detected feature 
coupling information into RP decisions 

3. It formulates the RP problem as a bi-objective 
optimization problem that seeks to maximize both the 
business perspectives as well as the synergy between 
features from effort saving perspectives 

4. The solution approach (i.e. BORPES) generates 
alternative release plans to address decision-making under 
uncertainty  

5. It presents a case study to show the efficacy of the 
proposed technique. Early results show good correlation 
between release plans generated and their level of 
satisfaction of coupling between features 

The rest of the paper is organized as follows: first, we provide a 
classification of dependency between features in Section 2. Section 
3 discusses related work. We provide the details of our technique for 
detecting and modeling coupling between features in Section 4. 
Section 5 presents our new RP model. We discuss the application of 
the techniques via a case study in Section 6. We conclude and 
outline future research directions in Section 7. 

2. BACKGROUND 
The functionalities provided by a software system are derived from 
the domain of the problem through collection of new features and/or 
change requests. The users of a software system are primarily 
interested in the functionalities that the system offers. Software 
developers, on the other hand, examine the features and change 
requests in terms of the development activities that are required to 
implement the features. Thus, the developers are responsible for 
exploring different solution possibilities in the solution space. We 
would refer to these two views as the perspectives of the features of 
a software system in the problem domain and the solution domain 
respectively.  

Given the two views above, it is expected that interdependencies 
between the features would exist in both domains. This is the case 
because features are merely the sets of requirements in the problem 
domain, while the implementation of the features is their realization 
in the solution domain [12], [28]. Turner et al. [28] observed that 
features interact in the problem domain because they share 
requirements or depend on each other for services, but interact in the 
solution domain because they share subsystems, modules, and so 
on. This implies that interdependencies between features may be 
related to functionality or runtime-behavior of the system in the 
problem domain, while interdependencies between features in the 
solution domain are implementation-related. Functionality-related 
interdependency can be extracted from the description of the 
features in the requirements specification, while runtime-behavior-
related interdependency can be detected during actual usage of a 
system or through scenarios describing usage patterns. On the other 
hand, the solution domain interdependency refers to the 
implementation-related interdependency discovered during impact 
analysis and within the system design and/or code. 

In Figure 1, we categorize interdependencies as either emanating 
from the problem domain or the solution domain, depending on the 
stage of development process that the interdependencies are 
discovered. Figure 1 is a high-level development or change 
management process. In the figure, requirements specification 
contains the set of features and change requests, impact analysis 

identifies the components that would need to be modified in the 
existing system for each feature to be implemented, release 
planning assigns the features into different release options, design & 
implementation encompasses both development and testing 
activities, while usage of the deployed system refers to the user 
interaction with the product. 
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Figure 1. Overview of interdependency classification 
There are other attempts to classify requirements interdependencies 
in the literature [25], [31]. These classification schemes have so far 
not made any connection between the interdependencies and the 
domains in which they exist.  

3. RELATED WORK 
3.1 Feature Interdependency  
Interdependency between features (or requirements) has been 
studied from different perspectives [6], [31]. A recent study [160] 
reported that most of the existing requirement interdependency 
approaches do not focus on the solution domain, as their views are 
essentially limited to the requirements phase of software 
development. Thus, there are still unanswered questions as to the 
nature of the roles played by requirements interdependencies in the 
solution domain [160]. Carlshamre et al. [5], to the best of our 
knowledge, is the only reported work that studied interdependency 
from the perspective of RP. They have classified interdependencies 
as being functionality-related or value-related. Using the 
classification scheme in Figure 1, both types would still fall within 
the realm of functionality-related in the problem domain. The 
authors did not discuss any technique to incorporate the 
interdependencies into RP decisions, and did not consider 
interdependency in the solution domain.  

Research in feature interaction management  [4],[17] and 
requirements interaction management [9],[24] share similar goals, 
which are to detect possible interactions between features or 
requirements and providing methodologies for resolving the 
interactions [28]. Robinson et al. [24] posits that the main essence of 
requirements interaction management (and analogously, features 
interaction management) is to analyze the degree to which a system 
can satisfy multiple requirements at the same time. None of these 
existing works on feature (or requirements) interaction management 
considered RP [5]. 

In comparison to the above research, we study interdependency 
between features in relation to the set of impacted components that 
would be modified to implement the features in the existing system. 
Since we investigate this interdependency with the aim to identify 
the features that have overlaps in the components implementing 
them, we refer to the resulting interdependency as feature coupling 
in the solution domain (or simply SD-coupling). And we also refer 
to interdependency discovered in the problem domain as problem 
domain coupling (PD-coupling).  
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The closest to our approach for identifying coupling between 
features in the solution domain is the study by Giroux and Robillard 
[10]. Our study is fundamentally different from theirs, because they 
examined coupling between already implemented features to 
determine the existence of code decay. On the other hand, we 
examine coupling between features that are yet to be implemented 
in order to sequence their implementation.  

3.2 Release Planning  
A number of RP techniques have been proposed. In [27], we 
performed a comparative analysis of existing RP techniques using 
10 key dimensions that characterize RP. The evaluated techniques 
include: Estimation-Based Management Framework for Enhancive 
Maintenance [21], Incremental Funding Method [7], Cost-Value 
Approach for Prioritizing Requirements [16], Optimizing Value and 
Cost in Requirements Analysis [15], Next Release Problem [2], 
Planning Software Evolution with Risk Management [11], and 
Hybrid Intelligence (EVOLVE*) [25]. Except for our previous work 
discussed in [26], none of these techniques considers the effects of 
existing systems on RP decisions. In this paper, we focus on a 
different aspect of planning releases of evolving software systems. 
We investigate and incorporate the effects of SD-coupling on RP 
decisions.  

4. SD-COUPLING VIA IMPACT ANALYSIS 
4.1 The Impact of Features on Components  
Impact analysis is the process involved in identifying the entities or 
elements of an existing software system that will be affected by a 
change - or the activity of identifying the possible consequences of a 
change - before the actual change is made [1],[22]. These 
elements/entities of the existing software system are the components 
that make up the system.  

The approach that we present for determining SD-coupling is 
independent of the level of granularity at which components are 
defined, which ensures the scalability of the technique. The only 
constraint imposed is that, the same granularity level of components 
must be defined across any given software project. 

DEFINITION 1 (COMPONENTS) 
Given an evolving software system S and a set C of M components 
C={c1, c2, … , cm}, the components mc C∈ (1 )m M≤ ≤ of the 
system are the elements that constitute the building blocks of S, 
such that 1 .m M mS c== KU  These components may be expressed in 
the form of subsystems, classes, methods, procedure, or files. ⁮ 

DEFINITION 2 (SET OF IMPACTED COMPONENTS) 
Given a set F of n features F={f1, f2, … , fn}, the set of impacted 
components for a feature fi (1 )i n≤ ≤ is the set of components Фi ⊂ 
C that would be modified when implementing feature fi in system S. 
⁮ 

The set of impacted components are derived via impact analysis of 
each feature on the components of the existing system. Since the 
components to be modified are associated with the features, we can 
infer the existence of SD-coupling between the features using the 
overlap in their set of impacted components. Precisely, given any 
two features fi and fj with corresponding sets of impacted 
components Фi and Фj respectively, the two features are SD-coupled 
if the intersection of Фi and Фj is non-empty.  

4.2 Some Concepts from Hypergraph Theory  
We adopt concepts from hypergraph theory to model the SD-
coupling between features. Hypergraphs are generalizations of the 
usual graphs in the sense that edges are defined for subsets of 
vertices. Hypergraph theory offers supportive visualization and 
representation capabilities. In the sequel, we briefly present some 
useful concepts in hypergraph theory.  

A hypergraph H(X, ξ) consists of a set of vertices or nodes X and a 
set of hyperedges ξ. Each hyperedge is a subset of X. We adopt 
some of our definitions of hypergraph concepts from [3]. 

DEFINITION 3 (HYPERGRAPH) 
Let 1 2{ , , , }nX x x x= K be a finite set of vertices, and let 

( | )i i Iξ = Φ ∈ be a family of non-empty subsets of with  

i
i I

X
∈
Φ =U     (1) 

Then H(X, ξ) is called a hypergraph. ⁮  
To illustrate the concept of a hypergraph, we consider a sample set 
of four features f1, f2, f3, f4, where each feature respectively impacts 
the following sets of components of a given system  

Ф1 = {c1, c3, c5, c7}, Ф2 = {c1, c3, c5},  
Ф3 = {c1, c2}, and Ф4 = {c4, c6, c7}.  
For this example, the vertices are X = C = {c1, c2, c3, c4, c5, c6, 
c7}, and the collection of hyperedges are the impacted components 
ξ = (Ф1, Ф2, Ф3, Ф4). The corresponding hypergraph is represented 
in Figure 2.  

 

C3

C4 C5 

C6 

C2 

C7 

C1 

f3 

f4 

f2 

f1 

Set of features 

Hypergraph of impacted components 

 
Figure 2. Mapping of features to the impacted components in a 

hypergraph H(X, ξ) 
DEFINITION 4 (ADJACENT HYPEREDGES)  
Two hyperedges are adjacent if their intersection is non-empty. In 
the example above, Ф2 is adjacent to Ф3 (i.e. Ф2∈ adj(Ф3)), but Ф3 
and Ф4 are not adjacent hyperedges (i.e. Ф3∉adj(Ф4)).⁮  

DEFINITION 5 (2ND ORDER DEGREE OF A HYPEREDGE)  
For any hypergraph H(X, ξ), the 2nd order degree (d2) of a 
hyperedge is the number of other hyperedges that it has at least one 
vertex in common with. ⁮ 

In the example above, d2(Ф1)= 3, d2(Ф2)= 2, d2(Ф3)= 2, d2(Ф4)= 1. 

4.3 SD-coupling  
To compute the SD-coupling between features, the set of 
components that each feature impacts in the existing system must be 
determined. Determining the set of impacted components is a pre-
processing step. Dependency analysis tools [14], [29] or expert 
judgment-based techniques [26] could provide this set. In the sequel, 
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we define concepts employed in our models and algorithms for 
computing SD-coupling between features. 

DEFINITION 5 (SD-COUPLING) 
Given a pair of features fi and fj with corresponding sets of impacted 
components Φi and Φj, we say there is SD-coupling between the 
features if there exists overlap in their implementation. That is, 
Фi∈ adj(Фj). ⁮ 

DEFINITION 6 (SET OF COMMON COMPONENTS) 
Given a pair of features fi and fj with their corresponding sets of 
impacted components Φi and Φj, the set of common components 
between the two features (denoted Ω(i,j)) is the collection of 
components that appear in the intersection of the two adjacent 
hyperedges Φi and Φj in the hypergraph. ⁮ 

DEFINITION 7 (SD-COUPLING MATRIX) 
Given a collection of features fi∈ F (1 )i n≤ ≤ and their 
corresponding impacted components sets Фi∈Φ , the SD-coupling 
matrix is a matrix of size |F| x |F| where Ω(i,j) = Фi ∩Фj if 
Фi∈ adj(Фj) and Ø otherwise. ⁮ 

The SD-coupling matrix contains all the sets of common 
components (i.e. Ω(i,j)) between every pair of hyperedges in the 
hypergraph. The computation of the matrix can be achieved using 
any of the existing algorithms for computing set intersections (e.g. 
[30]). The intersection algorithm takes collection of hyperedges as 
input and apply the adjacency operation Фi∈ adj(Фj) to obtain the 
SD-coupling matrix. Due to the commutativity of the adjacency 
operation (i.e. Ф2∈ adj(Ф5) = Ф5∈ adj(Ф2)), we only need to fill up 
the upper or lower triangular matrix.  

4.4 Strength of SD-coupling 
A feature can share impacted components with one or more other 
features, but the number of such shared components would vary. 
The strength of SD-coupling between any pair of features refers to 
the degree of coupling that exists between the two features. This 
measure is normalized to allow for meaningful comparisons. The 
higher the strength of SD-coupling measure, the more the two 
features are assumed to be related. A perfect coupling exists 
between a pair of features if and only if the two features are realized 
by exactly the same set of components in the existing system. If this 
is the case, then we have θ(i,j) = 1.  

DEFINITION 8 (STRENGTH OF SD-COUPLING) 
Given a pair of features fi and fj with corresponding sets of impacted 
components Φi and Φj. Suppose Ω(i,j) is the set of common 
components between Φi and Φj, we define strength of SD-coupling 
as:  

( )
( )

( , )
( , )

2

i j

i j

i j
i jθ

Ω ⋅ Φ + Φ
=

Φ ⋅ Φ
  (2) 

where (0 ( , ) 1).i jθ≤ ≤ ⁮ 

Eq. (2) is based on the cardinality of the set of common 
components, and the cardinalities of the set of impacted components 
for each of the pair of features being evaluated.  

Algorithm 1.0 (see Appendix) describes the procedure for realizing 
the strength of SD-coupling between every pair of features. This 
algorithm issues a call to any algorithm that computes intersection 
of sets to generate the SD-coupling. Then, it computes the ratio of 

the number of common components shared by any two features 
relative to the number of components required to implement each of 
both features respectively. The premise of these ratios is that, even if 
a pair of features fi and fj has the same number of common 
components as another pair of features fx and fy, the two different 
pairs should not necessarily have the same strength of SD-coupling. 
That is |Ω(i,j)| = |Ω(x,y)| should not necessarily translate to θ(i,j)= 
θ(x,y), because it is possible that (|Фi|, |Фj|) ≠ (|Фx|, |Фy|).  

4.5 System Value for Features 
The system value sv(i) of a feature fi is based on the number of other 
features with which the feature shares impacted components.  

DEFINITION 9 (SYSTEM VALUE) 
Let fi be a feature and adj(Фi) the set of adjacent hyperedges of Фi. 
Then the system value of a feature fi is defined as:  

: ( )
( ) ( , )

j ij adj
sv i i jθ

Φ ∈ Φ
= ∑    (3) 

Algorithm 1.3 (see Appendix) realizes the computation of sv(i) for 
all features. The condition | ( , ) | 0i jΩ >  in the algorithm ensures 
that the two hyperedges representing feature fi and fj must be 
adjacent in order for their intersection to count as part of the d2.  

5. MODELING RELEASE PLANNING  

5.1 Overview 
We consider a model that focuses on the values of features from the 
business perspective and the implementation perspective. To 
address these two objectives at the same time, it is pertinent to 
consider tradeoffs between them. Since it may not be possible to 
achieve the best result from both perspectives, an increase in the 
value from one perspective may lead to decrease in value from the 
other perspective.  Handling this type of tradeoff analysis between 
two perspectives can be addressed by using bi-objective 
optimization models [20]. The RP model encompasses three key 
aspects: (i) the decision variables, (ii) the constraints, and (iii) the 
objectives of planning. We discuss these aspects in the sequel. 

5.2 RP Model 
5.2.1 Decision Variables 
Given a set of features F = {f1, f2, … , fn}. The goal of RP is to 
assign the features to a finite number K of release options, while 
postponing features that cannot be accommodated. A release plan is 
characterized by a vector of decision variables x = (x(1), x(2), …, 
x(n)) such that, 

x(i) = k    if feature f(i) is assigned to release k ∈ K  (4) 
x(i) = K+1    if feature f(i) is postponed   (5) 

5.2.2 Constraints 
Constraints are conditions that all the features in a release plan must 
satisfy. These constraints could be related to resources, budget, or 
interdependencies between features. The resources required for the 
implementation of the features refer to any input to the software 
production process. Suppose there are T different types of resources, 
each feature fi requires an amount r(i,t) of resource t∈T, and there is 
a maximum amount of certain resource t∈T available for each 
release option k. This available maximum per release is denoted 
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rmax(k,t). For a plan to be feasible, the resource usage for all features 
assigned to release k must satisfy: 

: ( ) max( , ) ( , )i x i k r i t r k t k K and t T= ≤ ∀ ∈ ∈∑    (6) 

Another dimension of constraint is the precedence between features.  
Features in precedence relation P (i.e. (i,j)∈P) implies that fi  must 
be released before fj in that order. That is,  

x(i) ≤ x(j)  ∀ (i,j) ∈ P   (7) 
Also, problem domain coupling specified by the project manager 
requires the features to be released jointly. The PD-coupling relation 
(i.e. (i,j)∈PD) is given as:  

x(i) = x(j)  ∀ (i,j) ∈ PD     (8) 

5.2.3 Objectives of planning 
Different factors contribute to the objective of RP. We consider two 
perspectives– (i) business perspective and (ii) implementation 
perspective (using feature synergies during implementation). 

5.2.3.1 Business Related Objective 
In consonance with the  discussion on the business value of features 
[25], we assume an additive function in which the total value of the 
objective function from the business perspective is determined as 
the sum of a weighted average priority WAP(i,p). Since several 
stakeholders typically have varying interests in a software products, 
we define WAP(i,p) based on the evaluation of the features fi by 
stakeholder Sp from the perspective of value and urgency. Both 
value and urgncy are defined on a nine-point scale for simplicity 
reasons. Each stakeholder Sp is assigned a relative importance 
λp∈[0,1], with  ∑k=1…q λp=1.  

Based on these assumptions, the total value of a feature fi from the 
perspectives of all the business stakeholders is computed as: 

WAP(i,p)=∑p=1…q λp⋅sat(i,p)⋅value(i,p)   (9) 
Value-based priority (i.e. value(i,p)) measures the expected value 
that the implementation of the feature will add to the stakeholder, 
while the satisfaction-based priority (i.e. sat(i,p)) measures the 
extent of satisfaction with the situation that fi is assigned to an early 
release. A measure of satisfaction expresses urgency.  

Whenever feature fi is assigned to a release k, the WAP of the 
feature becomes its overall priority Prior(i,k) in the corresponding 
release option k. That is: 

Prior1(i,k) = WAP(i,p)  ∀ i : x(i)=k  (10) 
The concept that distinguishes the overall priority of a feature fi, 
based on the release option k to which the feature is assigned, is the 
importance σk∈[0,1] attached to the release option. Therefore, we 
define an objective function F1(x) as:  

1 11... : ( )F ( ) Prior ( , )kk K i x i kx i kσ= == ⋅∑ ∑  (11) 

5.2.3.2 Implementation Related Objective 
It is more desirable to implement the highest system valued features 
early because they possess the highest potential synergy with the 
other features. Suppose that whenever feature fi. is assigned to a 
release k we redefine the system-value sv(i) of the feature as its 
priority Prior2(i,k) in the corresponding release option k. Then, we 
have: 

2Prior ( , ) ( ) : ( )i k sv i i x i k= ∀ =   (12) 

In implementation terms, we define the objective function that 
captures the implementation views based on the potential synergies 
between features as F2(x), such that: 

2 21... : ( )F ( ) Prior ( , )kk K i x i kx i kσ= == ⋅∑ ∑  (13) 

The function F2(x) is a first approximation for the potential synergy 
in the implementation of features. We call this an approximation, 
because all the SD-coupled features that contribute to the system 
value of a feature may not necessarily be assigned to the same 
release as the feature. We recalculate the system value for each 
feature once release plans are generated. These recalculated values 
are a more accurate description of the system value, but cannot be 
calculated upfront.  

5.3 Bi-Objective Release Planning Model 
The goal of our bi-objective model is to support RP decisions by 
optimizing the assignments of related features in terms of both 
potential synergies in implementation and the business values 
(degree of stakeholder satisfaction) of the features. Because each of 
the two objective functions mean different things and their values 
are also on different scales, we cannot integrate them into a single 
objective function upfront. Thus, we formulate the RP problem as a 
bi-objective optimization problem as follows: 

maximize  1 2( ( ), ( ))Z F x F x=        (14) 
 subject to  

: ( ) max( , ) ( , ),= ≤ ∀ ∈ ∈∑i x i k r i t r k t k K and t T           (15) 

( ) ( ), ( , )= ∀ ∈x i x j i j PD               (16) 

( ) ( ), ( , )≤ ∀ ∈x i x j i j P                   (17) 
Where Eq.(14) represents the two objective functions and Eqs.(15)-
(17) are the constraints specified earlier. The release plan generated 
using Eqs.(14)-(17) would be feasible under the constraints defined 
in the model. 
Once we generate release plans by solving the bi-objective 
optimization problem stated in Eqs(14)-(17), we can treat the SD-
coupling as an additional concern upon which we can evaluate the 
release plans for decision making. Thus, we determine the level of 
satisfaction of SD-coupling in these release plans at a given 
thresholdα . In order to measure the level of satisfaction of SD-
coupling, we define a similarity measure. 

5.4 Measuring the Level of Satisfaction of SD-
coupling in a Release Plan  
The notion of level of satisfaction of SD-coupling is reflected by the 
similarity between the set of SD-coupling identified in the problem 
and the set of SD-coupling fulfilled by a release plan. Our approach 
for determining the similarity is to represent the entire set of SD-
coupling at the chosen threshold by a weighted graph G=(F, E, w). 
The graph G=(F, E, w) consists of F={f1, f2, … , fn} set of vertices 
(features), the set E of edges (SD-coupling), and the edge weights w 
(strength of SD-coupling).  

To determine the level of satisfaction of the SD-coupling, we then 
compute the similarity between the graph G of the original SD-
coupling and the graph Gx of SD-coupling satisfied in the release 
plan. According to the definition of SD-coupling, we define the 
edge weights of the SD-coupling graph as: 
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   ( , ) ( , ) ( , ) ( , )w i j i j i j and i jθ θ α= ∀ Ω ≠ ∅ ≥         (18) 
And for the generated release plan, we determine the edge weights 
of its SD-coupling graph as: 

( )( , ), ( ) ( ), ( , ) 0, ( , )
( , )

0x
i j if x i x j i j i j

w i j
otherwise

θ θ α⎧ = Ω ≠ ≥⎪= ⎨
⎪⎩

     (19) 

In Eq.(19), the conditions ( , )i jθ α≥  and |Ω(i,j)|≠0 show that there 
is SD-coupling between features fi and fj at the chosen threshold α , 
while x(i)=x(j) implies that this SD-coupling is fulfilled in the 
release plan. If the SD-coupling is not fulfilled in the release plan, 
then we have a null edge with weight 0. The SD-coupling graph of 
the release plan x, which is given as Gx=(F, E, wx), is a replica of the 
original graph except that the edges where the SD-coupling is not 
satisfied are labeled with weight 0. 

Therefore, we define the level to which release plan x satisfies all 
the SD-couplings at threshold ,α  which is denoted x

αμ  

(0 1),x
αμ≤ ≤ by the similarity measure: 
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∈
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∑
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    (20) 

5.5 Solution to the Bi-Objective Model  
In bi-objective optimization problem, the task is to determine a 
solution which optimizes the two objective functions, and also 
satisfies the constraints x∈ X. Bi-objective optimization problems 
typically present set of compromised optimal values. The set of 
solutions resulting from these optimal values are said to be Pareto-
optimal solutions if there are no other solutions that are superior to 
them when the two objectives are considered [20]. These set of 
solutions are usually referred to as non-dominated.  

DEFINITION 10 (PARETO-OPTIMAL SOLUTION) 
Given a bi-objective optimization problem F(x), an n-tuple x* is said 
to be a Pareto-optimal solution of the bi-objective problem if x*∈ X 
and there does not exist any other x∈ X such that [18]: 

(i) Fi(x) ≥ Fi(x*) {1,2}i∀ ∈   and 
(ii) Fv(x) > Fv(x*) for at least one v∈ {1,2}. ⁮ 

If any of the two conditions above is violated, then the solution x* 
does not dominate solution x and could therefore not be a Pareto-
optimal solution. The goal of any solution approach to bi-objective 
optimization problem is to find several Pareto-optimal solutions in 
order to uncover tradeoff information among the two objectives 
considered  [20]. The Pareto-optimal solutions are alternatives for 
decision-making under uncertainty. Thus, once a set of solutions is 
obtained, a decision maker would be able to analyze the tradeoff in 
order to choose a final solution. 

Generation of release plans depends on the solution to our bi-
objective optimization model, because each Pareto solution 
corresponds to an alternative release plan. Ehrgott and Gandibleux 
[8] presents a detailed survey of existing methods for solving multi-
objective optimization problems. In this work, we adopt the method 
of objective-converted inequality constraints [19], or simply the ε-
Constraint method proposed by Haimes et al. [13]. The 

implementation of this method can be achieved in different ways 
[18]. Due to space limitations, details of our implementation of the 
algorithm cannot be presented here.  

5.6 Summary of the BORPES Technique  
Figure 3 gives a high level summary of the entire BORPES 
technique that we have discussed so far. We also follow this 
workflow overview in discussing the case study. Since the figure 
summarizes our discussion so far, it is self-explanatory and would 
not be further discussed in details. 

 Component 3

Component 2

 
Component 1 

 
Component 4 

 
Figure 3. Overview of the activities in BORPES 

The entire BORPES process is aimed at supporting decision-making 
under uncertainty, with focus on release planning. Uncertainty can 
be addressed in different ways. Providing alternative solutions is 
one means to address this, and the level of satisfaction of SD-
coupling is one approach to support the decision-maker in 
evaluating and choosing from the alternatives. 

6. CASE STUDY  
6.1 Context 
In order to investigate the efficacy of the proposed approach, we 
present a case study based on a data collected on our evolving 
system – ReleasePlanner [23]. The data contains information about 
the new set of features required to be implemented in the 
forthcoming releases, the business value of each feature as 
determined by the stakeholders, and the resources required for 
implementing the features. There were N=33 features in the project, 
K=2 releases to be planned ahead, P=3 stakeholders and T=5 types 
of effort-based resources: analysts, developers, tester, user interface, 
and research. For all the resource types, the total amount required to 
implement all features exceed the available capacity. Details of all 
the data cannot be presented here due to space limitations. The 
development team identified some set of PD-coupling dependencies 
between. We have also collected data about impacted components. 
The development team identified 8 high level components that 
would be impacted during implementation of the features, as shown 
in Table 3. 
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6.2 SD-coupling and System Value  
Associating each feature with the corresponding set of impacted 
components, via impact analysis, was performed by the developers 
participating in the study. The result of this feature-components 
association is given in Table 3 (see Appendix). Using our 
dependency computation algorithm on the data in Table 3, we 
compute the SD-coupling between every pair of features. Since we 
need to determine whether SD-coupling exists between all possible 
pair of features, the SD-coupling matrix easily grows large. The 33 
features would require 528 comparisons to establish the SD-
coupling matrix. Since the strength of SD-coupling is also derived 
from the SD-coupling matrix, the table easily grows and cannot be 
replicated here. Table 1 shows the set of SD-coupling dependencies 
when the strength of coupling α =1.0. In Table 1, we have a total of 
16 pairs of features that are SD-coupled at α =1.0. The result in the 
table also shows that a total of 17 features are involved in this SD-
coupling dependency, which constitutes 51.5% of the total features.  

In fact, none of the SD-coupling identified at α =1.0 was initially 
identified as a PD-coupling by the development team. The sets of 
PD-couplings and SD-couplings do not have to be mutually 
exclusive. There are possibilities that some of the PD-couplings 
could correspond to SD-couplings, and vice versa. We did not have 
this correspondence in the data collected from this study.  

On reducing the value of α is to 0.90, there were more set of 
features involved in the SD-coupling. A total of 28 SD-coupling 
involving 24 features (i.e. 72.7% of the total features) were 
identified at threshold λ=0.90. Figure 4 shows the total number of 
SD-coupling identified at different α thresholds.  

Table 1. SD-coupling between the features at α = 1.0 
Adjacent 
features 
Ω(i, j) 

|Фi| |Фj| 
Adjacency Sets 

Ω(i,j) |Ω(i,j)| 
Coupling 
Strength 
θ(i,j)  

(3,4) 4 4 {c1, c4, c7, c8} 4 1.000 
(3,13) 4 4 {c1, c4, c7, c8} 4 1.000 
(4,13) 4 4 {c1, c4, c7, c8} 4 1.000 
(5,6) 3 3 {c4, c5, c7} 3 1.000 
(5,7) 3 3 {c4, c5, c7} 3 1.000 
(6,7) 3 3 {c4, c5, c7} 3 1.000 

(15,20) 1 1 {c7} 1 1.000 
(15,22) 1 1 {c7} 1 1.000 
(19,27) 2 2 {c1, c7} 2 1.000 
(19,28) 2 2 {c1, c7} 2 1.000 
(20,22) 1 1 {c7} 1 1.000 
(24,26) 2 2 {c3, c4} 2 1.000 
(27,28) 2 2 {c1, c7} 2 1.000 
(31,32) 3 3 {c1, c6, c7} 3 1.000 
(31,33) 3 3 {c1, c6, c7} 3 1.000 
(32,33) 3 3 {c1, c6, c7} 3 1.000 

 

In Figure 4, the number of SD-coupling between the features 
decreases with increasing α threshold. The interpretation for this is 
straightforward. The more stringent the α threshold, the less likely 
we would be able to find pair of features that would be SD-coupled 
at that threshold. This is even more likely to be the case if the 
impact analysis is conducted at a more fine-grained level (e.g. 
method or class level). The decision regarding what α threshold to 
adopt depends on the environment, granularity of the impact 
analysis data collected, and experience of the development team.  

0

50

100

150

200

250

300

350

400

450

500

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

0.
35

0.
40

0.
45

0.
50

0.
55

0.
60

0.
65

0.
70

0.
75 0.
8

0.
85

0.
90

0.
95

1.
00

α-Threshold

N
um

be
r o

f S
D

-c
ou

pl
in

g 
D

ep
en

de
nc

y

 
Figure 4. Number of SD-coupling at different α thresholds  

After the SD-coupling computation, we also compute the initial 
system value for each feature using Algorithm 2.0. This system 
values are part of the input to the objective function that represents 
the implementation perspective. 

6.3 Release Plan Generation  
For release plans generation, we used the ILOG-CPLEX Optimizer 
[16] to implement an ε-Constraint algorithm that solves the bi-
objective optimization problem. For every run of the experiment, we 
set the time limit for release plan generation to 30 seconds in order 
to balance the quality of solutions generated with performance of 
the algorithm in terms of computational cost. 

On applying this solution to the case study data, 3 release plan 
alternatives which correspond to 3 Pareto-optimal solutions were 
generated. Figure 5 shows the values of the objective functions F1 
and F2 that correspond to each Pareto-optimal solution. These 
solutions are indicated by points A, B, and C in the graph.  

A (11370, 
3438.455)

B (11320, 
3451.832)

C (11315, 
3622.903)
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Figure 5. Objective values of the 3 Pareto-optimal solutions  

In Figure 5, the release plan with objective values represented by the 
point A is more biased towards the business perspective (F1), while 
the plan with the objective values given by the point C is biased 
towards the implementation perspective (F2). The plan whose 
objective values are given by the point B is a tradeoff that is not bias 
towards either of the two perspectives. However, if the two 
objectives are taken together we cannot say that any of the solutions 
(A, B, & C) is better than the other. Because the release plans are 
derived from Pareto-optimal solutions.  

Table 2 contains the structure of the three release plan alternatives 
that correspond to the Pareto-optimal solutions shown in Figure 5. 
In Table 2, the numbers (i.e. 1, 2) in the row of the alternative plans 
represent the releases in which the corresponding feature in the 
column is assigned, while number 3 represents the postponed 
features.  
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Table 2. Comparison of alternative release plans  

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 f11 f12 f13 f14 f15 f16 f17 f18 f19 f20 f21 f22 f23 f24 f25 f26 f27 f28 f29 f30 f31 f32 f33
Alternative A 1 3 1 3 2 2 1 1 1 3 2 2 3 2 1 2 1 1 1 3 3 1 3 1 1 1 2 2 1 1 1 2 1
Alternative B 1 3 1 3 2 2 1 2 1 3 2 2 1 1 1 2 1 1 1 3 3 1 3 1 1 1 2 2 1 1 1 2 1
Alternative C 1 3 1 1 2 3 1 1 2 3 2 2 1 1 1 2 2 1 1 3 3 1 3 1 1 1 2 2 1 1 1 2 1
Release plan A assigned a total of 26 features into either of the two 
release options, while release plans B and C assigned 27 features 
each. All the release plan alternatives in Table 2 are structurally 
different in terms of which release to which each feature in the 
release plan is assigned. 
As mentioned in Section 5.2.3.2, the initial approximation of the 
system values of the feature is used to maximize the assignment of 
SD-coupled features in the objective function F2(x). Since all the 
SD-couplings would not necessarily be satisfied in the release plans, 
the recalculated system values are expected to be lower in each 
release plan. The reason is that, the postponed features would not 
contribute to the recalculated system values. Figure 6 shows the 
recalculated system values for the features in each alternative, in 
comparison to the initial approximation. This figure shows that the 
features in all the alternatives have lower system values than their 
initial approximations. Since the release plan alternatives are 
structurally different, we do not expect the system value of a feature 
in a specific release plan to correlate with the system value of the 
same feature in another alternative plan.  
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Figure 6. Recalculated and initial system values  

6.4 Evaluating Release Plan Alternatives  
Our goal is to support software engineering decision makers (i.e. 
with specific focus on RP), rather than making the decisions for the 
decision maker. Since the structures of the release plan alternatives 
are different and the objective values are also different, it is 
important to have a human decision maker evaluate the alternatives. 
We employed the level of satisfaction of SD-coupling to compare 
the alternatives in this case study.  

In the first instance, we chose threshold 1.0α = to evaluate the level 
of satisfaction of SD-coupling in the alternative plans. Using the 
similarity measure defined in Eq.(21), we compute the level of 
satisfaction of the SD-coupling at threshold 1.0α = for the release 
plan alternatives. The level of satisfaction for plan A is 

1
Aμ =0.3125. That is, a total of 31.3% of the required set of SD-

coupling is satisfied by this alternative. On performing the same 
computation for the other two alternatives B and C, the levels of 

satisfaction of the SD-coupling are 1
Bμ =37.5% and 1

cμ =43.8%, 
respectively. Apart from the fact that the levels of satisfaction of 
SD-coupling are different for the different alternative plans, each 
alternative plan also satisfies different SD-couplings (compare Table 
1 at 1.0α = and their satisfaction in Table 2). In the absence of any 
additional information, the level of satisfaction and/or structure of 
the satisfied SD-coupling could be used to choose among the 
alternatives. At threshold 1.0,α = alternative C is the best release 
plan alternative. Again, we evaluated the release plans at thresholds 

0.95,α = 0.9, 0.85, and 0.8, the levels of satisfaction of the SD-
coupling by the different alternatives are shown in Figure 7. At 
these new thresholds, the alternative C also remains the best plan in 
terms of SD-coupling satisfaction.  

Another interesting result obtained is that, the release plan C that 
exhibits the highest level of satisfaction of SD-coupling also 
corresponds to the Pareto-optimal solution that is biased towards the 
developers in the objective function. To some extent, this 
correspondence validates our algorithm for computing the system 
value, because the system value aims to assign as many SD-coupled 
features in the same release as possible. 
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Figure 7. Satisfaction of SD-coupling by release plan 

alternatives at different thresholds of α   

6.5 Discussion  
The SD-coupling dependency results we have discussed for this 
case study need to be interpreted with caution. Because the impact 
data was collected at a coarse-grained components level rather than 
at a more fine-grained level (e.g. classes or files). Impact analysis 
conducted at the level of components of an evolving software 
system could easily lead to several features impacting common 
components. This is not considered a drawback of our approach, 
because scalability is guaranteed for any granularity of data used. 
The more fine-grained the impact data, the better we can justify the 
existence of SD-coupling between features. Although we have 
performed our case study on a set of 33 features, the approach is 
scalable to any number of features due to our formalization that 
addresses the computational complexity. 
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7. CONCLUSIONS AND FURTHER WORK 
In this paper, we have presented a decision support technique for RP 
of evolving software system that considers both the business and the 
implementation perspectives. We formulated the RP problem as a 
bi-objective optimization problem that provides opportunities for 
trade-off between the two perspectives. The alternative release plans 
generated via Pareto-optimal solutions provide better support for 
decision-making than providing just a single solution. This is partly 
because we cannot claim that a formal model completely captures 
all the decision parameters for such human-centric decision 
problem.  

The additional information required to select between alternative 
plans must align with the project goal. Such information may be 
related to the experience of the decision-maker, market forces, or 
other project constraints that are missing in the formal model. In this 
paper, we have supported this selection from alternatives using the 
level of satisfaction of SD-coupling. Part of our future work would 
investigate other evaluation criteria. 

The SD-coupling computation discussed in this work would also be 
useful in several other contexts. RP is just one of the several 
application areas. The information derived from strength of 
coupling between features would help developers scan through the 
features assigned to a release in order to take advantage of their 
relatedness during implementation. We have also discussed the 
feasibility of the proposed approach in RP via a proof-of-concept 
case study. Our future work would involve large scale validation of 
the proposed approach. 

Our feature coupling detection method using the set of impacted 
components is based on the assumption that, implementing features 
that share common implementation components together would 
reduce cognitive effort during implementation. This is expected to 
result in development effort savings. Our future work would 
empirically validate this assumption via industrial case studies. We 
are also currently investigating an extension to the model that would 
consider the technical risk involved in the implementation of each 
feature.  
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APPENDIX 
Algorithm 1.0: COUPLING_STRENGTH 
Input: A set of features F and a collection of hyperedges Фi 

,∈Φ and the SD-coupling matrix 
Output: Strength of SD-coupling θ(i, j) between pair of features. 
1. BEGIN 
2.     Ω(i, j) =ADJACENCY_ELEMENTS (Ф1, Ф2,…,Фn)  
3.     FOR i = 1 to n-1 
4.         k = i + 1 
5.         FOR j = k to n 
6.              RCI= ( , )Ω Φii j  /*Relative changes to fi (RCI)*/ 

7.              RCJ= ( , )Ω Φ ji j  /*Relative changes to fj (RCJ)*/ 

8.              ( , )θ =i j (RCI + RCJ)/2           
9.          END FOR 
10.     END FOR 
11. RETURN ( , )θ i j  
12. END 
 
Algorithm 2.0: SYSTEM_VALUE 
Input: Strength of SD-coupling θ(i,j) and sets of all elements in the 
adjacent hyperedges computed from Algorithm 1.0.  
Output: System-value sv(i) for all features. 
1. BEGIN 
2.     FOR i = 1 to n    
3.         sv(i) = 0 
4.         FOR j = 1 to n 
5.                IF (|Ω(i, j)| > 0 AND i ≠ j)   /* ( )i jadjΦ ∈ Φ */ 
6.                      sv(i) = sv(i) + θ(i, j)  /* Sum sv(i) over d2(Фi) */ 
7.         END IF 
8.          END FOR  
9.     END FOR 
10. RETURN sv(i)  
11. END 

 
Table 3. Features and their set of impacted components 
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ID Set of Impacted Components

1 Comparative analysis manual versus RP 
solutions X X X X X X {c1, c3, c4, c5, c7, c8}

2 Record of history of sets of alternative 
solutions X X X X X {c1, c4, c5, c7,c8}

3 Conformance measure for requirements 
across alterantive solutions X X X X {c1, c4, c7, c8}

4 Comparison between solutions: within one 
set and across sets X X X X {c1, c4, c7, c8}

5 MS excel advanced compatibility X X X {c4, c5, c7}

6 MS Project compatibility X X X {c4, c5, c7}

7 Analysis of compatibility requirements with 
existing RM tools (DOORS, Requisite Pro) X X X {c4, c5, c7}

8
Generation of solutions based on selected 
criteria (Stakeholder in isolation, criteria in 
isolation, trade-off )

X X X X {c1, c3, c4, c7}

9 Planning across projects X X X X X X X {c1, c2, c3, c4, c6, c7, c8}

10 Re-planning capabilities X X {c1, c8}

11 Allowing splitting of features over two 
releases X X X X X X {c1, c2, c3, c4, c7, c8}

12 Accomodation of different skill sets X X X X X X X X {c1, c2, c3, c4, c5, c6, c7, c8}

13 Fuzzy boundaries X X X X {c1, c4, c7, c8}

14 Value-risk trade-off analysis X X X {c1, c7, c8}

15 Multiple windows accessible X {c7}

16 Integrated Excel sheet with effort data, 
voting and generated alternatives X X {c5, c7}

17 Dashboard to show user actual study of 
Project Planning X X {c4, c7}

18 Professional UI re-development X X X {c1, c6, c8}

19 Extending reporting component X X {c1, c7}

20 Explanation Component X {c7}

21 Visualization of Output X X X X {c1, c6, c7, c8}

22 Context sensitive explanation of terms X {c7}

23 Further development of the validator to 
give on demand help X X X X {c2, c3, c4, c7}

24 Fine tuning optimization algorithms (back 
tracking strategies, heuristics) X X {c3, c4}

25 Elimination of open source code X {c3}

26 Caching mechanisms X X {c3, c4}

27 Stakeholder allowed to enter request for 
requirements X X {c1, c7}

28 Stakeholder to enter resource estimates X X {c1, c7}

29 Multiple stakeholder weights based on 
groups of reqs. they are voting on X X X X {c1, c5, c6, c7}

30 Improved stakeholder conformance 
(percentages of the idea solution model ) X X X X X {c1, c3, c4, c7, c8}

31 Individual stakeholder voting feedback X X X {c1, c6, c7}

32 Competitor stakeholder voting X X X {c1, c6, c7}

33 Stakeholder Voting analysis extension X X X {c1, c6, c7}

Feature Description Impacted components
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