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Abstract.  Software-as-a-Service (SaaS) is a software distribution paradigm in 

cloud computing and represents the highest, software layer in the cloud stack. 

Since most cloud services providers charge for the resource use it is important to 

create resource efficient applications. One of the ways to achieve that is multi-

tenant architecture of SaaS applications. It allows the application for efficient self-

managing of the resources. In this paper the influence of tenant-based resource al-

location model on cost-effectiveness of SaaS systems is investigated. The tenant-

based resource allocation model is one of the methods to tackle under-optimal re-

source utilization. When compared to traditional resource scaling it can reduce the 

costs of running SaaS systems in cloud environments. The more tenant-oriented 

the SaaS systems are the more benefits that model can provide. 

1  Introduction 

One of recent solutions for over- and underutilization problems may be a tenant-

based resource allocation model (TBRAM) for SaaS applications. That solution 

was introduced and tested with regard to CPU and memory utilization by authors 

of [8]. They proved the validity of TBRAM by reduction of used server-hours as 

well as improving the resources utilization. However, the authors deployed their 

solution into a private cloud, which can only imitate public cloud environment. 

They tested cases with incremental and peak workload of the system. In this paper 

it was waned to check whether the TBRAM is really worth to adhere.  

Examining that system in public and commercial cloud environment could deliver 

the answer for that question. Therefore, the main aim of the paper is further 

TBRAM approach validation, as it was proposed in future research part of the 

base work [8]. If the results of the research will confirm usefulness of the model 

then it could be considered as the solution for previous mentioned provisioning 

problems.   

Despite that in the cloud one can automatically receive on-demand resources 

one can still encounter problems related to inappropriate resource pool at the time. 

These are over- an underutilization which exists because of not fully elastic pay-

per-use model used nowadays [17]. Over provisioning exhibits when, after receiv-
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ing additional resources (in reply for peak loads), they are being kept even if they 

are no longer needed. Thus we are affected from underutilization. Under provi-

sioning (saturation) exhibits when we cannot deliver required level of service be-

cause of insufficient performance. This is also known as an overutilization. It 

leads to the customers’ turnover and revenue losses [3]. For example Amazon 

Elastic Cloud Computing (EC2) service charge users for every partial hour they 

reserve each EC2 node. Paying for server-hours is common among cloud provid-

ers. That is why it is very important to utilize fully given resources in order to re-

ally pay just for what we use.  

We are still in early stages of cloud computing development. No one shall ex-

pect cost effective pay-per-use model for SaaS application after just deploying it 

in the cloud. What is more, automatic cloud scalability will not work efficiently 

that way [20]. To achieve desired scalability one need to design a SaaS application 

with that in mind. In order to do that, the application must be aware how it is used 

[11]. One can use multitenant architecture to manage the application behavior. It 

allows using a single instance of the program by many users. It works in similar 

way like a singleton class in object programming languages, which can supervise 

creation and life cycle of objects derived from that class. Supporting multiple us-

ers is very important design step for SaaS applications [5]. One can distinguish 

two kinds of multi-tenancy patterns: multiple instances (every tenant has got its 

own instance running on shared resources) and native multi-tenancy (single in-

stance running on distributed resources) [2, 5]. First pattern scales quite well for 

small number of users, but if there are more than hundreds it is highly advisable to 

use the second one. 

1.1 Overutilization 

The term “point of exhaustion” is often used in relation to overutilization. It is 

described as a point when some resource if fully utilized, for example 100 % CPU 

usage or all memory is consumed [16]. This definition tends to be accurate in 

many simple cases. However, in case of cloud computing that definition seem to 

be an oversimplification. Authors of [12] propose another definition, according to 

which the point of exhaustion is a maximal payload that can be assigned to a sin-

gle virtual machine without decreasing its throughput in the same time. Readings 

above the exhaustion point describe a saturated machine. This new exhaustion 

point definition requires measuring a VM throughput together with the resource 

utilization (CPU or memory). Authorial test SaaS system uses the JMeter tool 

combined with CloudWatch network related metrics in order to calculate that. The 

system is stressed with HTTP requests generated by the tool. Then it calculates the 

throughput of the system by dividing the number of HTTP request by the time 

from start of the first request to the end of the last one. By measuring it this way 

we can include all the processing time between the requests as well. In previous 

works [12, 13, 15, 16, 18, 19] authors focused on throughput to discover inflection 
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points. Whenever the throughput was dropping while the VM utilization was ris-

ing an inflection point was found. In this work the same approach was used. 

Authorial SaaS system used above mentioned inflection points to detect an 

overutilization of given virtual machine. All the VMs with Tomcat are monitored 

by gathering resource utilization metrics and throughput. The metrics used are as 

follows: CPU usage and Java virtual machine heap memory consumption. Based 

on that measures it can be told with good accuracy weather a VM is saturated in 

given moment or not.  

Generally, when the VM is saturated the operating system processes start to use 

more and more resources making user's processes execution even slower. It has a 

negative influence on system responsiveness and therefore, on user experience. 

That is why it is always a good idea to avoid saturation. Even despite it does not 

have a direct influence on cost (we do not pay extra for high VM usage rate), it 

can drive to users turnover because of a poor performance. 

1.2 Underutilization 

From the economical point of view underutilization is just a waste of money. It 

means that we pay for something we do not need or not even use. From the end 

user perspective it is hardly noticeable, so from the provider perspective this extra 

money is spent almost on nothing. More formally, from the definition [4, 7] an 

underutilization describes a situation when some of the cloud resources are not be-

ing used by the working virtual machine. Off course it is almost impossible to as-

sure 100% resource usage all the time so some kind of underutilization is inevita-

ble. Underutilization in a cloud can be measured by the amount of the resources 

available for use. According to [4] resource is wasted when we can reallocate giv-

en resource utilization into another VM without exceeding its maximal quantity 

allowed. It means that for example: the payload for two VMs could be easily allo-

cated just in one VM making the other VM unused. In order to check if given VM 

can be allocated to another one we need to calculate combinations of VMs accord-

ing to some resource. One way to solve that problem is by using the knapsack al-

gorithm. As proposed in the base article [8], the amount of used resources to the 

knapsack items' weights was assigned. As a value of an item the available quantity 

of the resource in other VMs was taken. In case of Java heap memory the item's 

value equals an amount of heap memory that still can be used (available memory). 

Thus, the most valuable items are the less used ones. The capacity of the knapsack 

is the amount of available resource of a VM we try to assign the workload to. By 

using this approach we obtain the maximum number of VM than can be potential-

ly released. That VM number is used to measure underutilization. The lower that 

number is the better the resources are used. 
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1.3 Cost 

Running the system in a public cloud gives us yet another way to assess the 

cost effectiveness. Almost every action made in cloud is registered and added to 

our bill. We pay for sent Internet requests, storage, VM hours and many more. 

Therefore, the billing statement yields arguably the most accurate estimation of 

cost-effectiveness. At the end of the day it is the price we need to pay for our 

cloud service. During the tests the Amazon CloudWatch service was collecting 

metrics about the cloud environment usage. Both SaaS systems (Base System and 

TBRAM) are tested against the same test plan, so the requests number is exactly 

the same. The main difference between them can occur in the number of used vir-

tual machines. That difference should be reflected on the bill statement. The com-

parison of costs of running the SaaS systems will show if there is any economic 

improvement with using the TBRAM approach over the traditional resource scal-

ing approach. 

2  Related work 

Authors in [5] propose profiles approach to scaling in the cloud. They try to use 

best practices and their knowledge in order to create scalable profiles. The profile 

contains information that helps to characterize a server in terms of its capabilities. 

When the scaling activity is fired it takes the profile information into account. In 

[9] authors propose a toolkit using Java mechanism to support multi-tenancy. 

They use context elements to track applications running on Java Virtual Machine. 

That in turn allows distinguishing each tenant. That information can be later used 

in order to estimate given tenant's resource usage. The tenant context can also be 

used for billing each tenant's activities. In [6] authors consider an intelligent re-

source mapping as well as an efficient virtual machines (VM) management. It is a 

very important problem that greatly influences costs of running applications in a 

cloud. In [10] authors describe three major components which influence virtual 

machines performance. These are: measurement, modeling and resource manage-

ment. They introduce a decomposition model for estimating potential performance 

loss while consolidating VMs. Amazon proposes its Auto Scaling tool [1] to man-

age VM instances using predefined or user-defined triggers. It is the Amazon EC2 

platform specific mechanism based on resource utilization. In [8] authors imple-

ments a tenant-based resource allocation model for their SaaS application de-

ployed in private Eucalyptus cloud. The authors performed tests with incremental 

and peak workload simulation. In the research they achieved significant reduce of 

server-hours compared to traditional resource scaling model. The tenant-based 

model improved also utilization of cloud resources by their SaaS system. Moreo-

ver, they introduce formal measures for under and over provisioning of virtual re-

sources. The measures are designed specifically for SaaS applications with respect 
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to CPU and memory utilization. In this paper cost-effective tenant-based resource 

allocation model of SaaS system is presented. It will be referred as the base based 

system. 

3  System design 

The TBRAM consists of three approaches that leverage multi-tenancy to achieve 

its goals. The first of them is tenant-based isolation, which separates contexts for 

different tenants. It was implemented with tenant-based authentication and data 

persistence as a part of the SaaS platform (Tomcat instances). The second way is 

to use tenant-based VM allocation. With that approach it was able to calculate the 

actual number of needed VMs by each tenant in given moment. The last but not 

least is the tenant-based load balancing (due to paper length it won’t be described). 

It allows distributing virtual machines' load with respect to certain tenant. An 

overview of the architecture is presented in Figure 1. The dashed line in the pic-

ture denotes communication to web services. We can notice that the SCWA ele-

ment in the Figure was the only change made to the original test bed [10]. That el-

ement embraced proposed TBRAM approach. 

3.1  Tenant-based isolation 

To assure that system worked properly it needed to isolate one tenant form an-

other. A situation when one tenant can access and affect data that do not belong to 

him/her is unacceptable in any commercial solution. The TBRAM approach pro-

poses low level isolation as it improves its scalability [2]. The tenant-based isola-

tion of TBRAM could be split into two implementations. One was based on data 

persistence and the other one was based on authentication mechanisms. In this 

place is worth to mention that tenant based isolation was also used in the Base 

System. That was because both systems were using the same multi-tenant data-

base. What is more that technique was practically affecting only the SaaS plat-

form, so it is isolated from the SCWA concept. Thanks to that in both systems the 

SaaS platform was exactly the same, thus minimizing its influence on the results. 

In the persistence layer the authors propose Shared Database – Shared Schema 

as it has the lowest hardware cost and the largest number of tenants per server 

[14]. To logically separate data the Tenant ID field is used for each database table. 

From technical point of view JoSQL libraries were used, which let to perform 

SQL-like queries over Java collections. Those libraries were used by Struts2 inter-

ceptors to achieve multitenant preprocessing. Java annotations were used to mark 

the places in code that needed this kind of tenant-based behavior. That was argua-

bly the most efficient way to implement multi-tenancy since the data were first 

fetched and then filtered. It could be achieved using SQL selection mechanisms. 
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Interceptors as an implementation of aspect oriented programming postulates had 

many advantages as well. The main was that all the code was in one place but 

could affect any class marked with the annotation. Secondly, that annotation was 

the only change that needed to be made to an existing application code to enable 

multi-tenancy. Therefore it could possibly be the most common way to add that 

tenant layer to existing applications. 
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Fig. 1 TBRAM system architecture 

Tenant-based authentication was the second concept used to achieve tenants’ 

isolation. As proposed by TBRAM it should be implemented into the core applica-

tion of the system which is SCWA. During the authentication every user was 

linked to its Tenant ID. From now on the user could access only the data the cer-

tain tenant has rights to. Needless to say that one could not access any data before 

the authentication. The TBRAM also suggest using an Access Control Lists 

(ACL), which it was decided to omit as it introduces just unneeded complication 

for me. It was decided to give full access to all SaaS applications to all users for 

simplicity. It was necessary to receive the tenant information from any point in the 

SaaS system. The TBRAM proposes a mechanism based on cookies and the 

servlet context. The authors [8] used a local Tomcat cluster to deploy their solu-

tion. In my case the SaaS system was deployed into the Amazon cloud infrastruc-

ture and that solution did not worked for me. It was decided not to use Tomcat in-

stances running in cluster mode. That was because an overhead related to sharing 

session information between all cluster's nodes was a concern. If the nodes are 
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running in different networks it was thought that it can introduce non negligible 

influence.  

Currently, Tomcat 7 version supports all-to-all session replication. It was used 

a special web service to serve the tenant information instead. It was more plat-

form-independent and it could work in both cases. Whenever any user was access-

ing given VM for the first time, the SaaS platform was checking in SCWA if that 

user was authenticated and authorized to do that. If it was, then its specific data 

were saved locally in a session context so the next request from that user didn't re-

quire further communication to the SCWA's centralized web service. Therefore, 

only VMs that needed that specific information were acquiring it. There are also 

other methods of session replication like session persistence (shared file system or 

database) which are outside the research scope.  

According to TBRAM a Tenant Context object was conceptualized. It con-

tained information about tenant ID, active users and their VM assignations etc. A 

Tenant Context Manager object in turn was used to manage all the underlying 

Tenant Context objects. Thanks to that information about the tenant's state was 

available to all other services. The Tenant Context allowed isolating each request 

sent to the platform based on given user's tenant information. We can see several 

users from two different tenants (subscribers). Despite they physically share the 

same SaaS applications and the persistence layer they are still logically isolated by 

their tenant contexts. These context objects help to achieve native multi-tenancy of 

the applications. The users have no idea they are sharing the same resources.  

3.2 Tenant-based VM allocation 

Tenant-based VM allocation was used to determine the number of VM instances 

needed for given tenant in given moment. It combined the concept of profile ap-

proach with monitoring services implemented within the SaaS system. A profile 

used for the test bed in the base paper was a small virtual machine profile. It was 

meant to substitute the m1.small EC2 instance in Amazon cloud. The profile was 

as follows: 1 CPU core, 1 GB of RAM, 800 MB to the JVM heap memory and 

100 as the number of users the VM can handle (          = 200). In this work 

similar profile was used since the SaaS platform was deployed in actual m1.small 

instance. The main difference was the maximal number of users set to 50 in that 

case. This profile information together with current readings from metering ser-

vices was used to calculate required number of VM instances. 

The Tenant Context Manager was responsible for assigning the weights to each 

Tenant Context. These weights were later used for VM calculations. The TBRAM 

proposes the following formula: 

 

                                                             (1) 
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where active users are those whose session has not expired. Heap size is the 

amount of memory assigned to JVM (set in profile) and the           is a max-

imal allowed number of concurrent threads for the SaaS platform. The fragment in 

parenthesis could be treated as an average memory usage per thread for given pro-

file. Therefore the formula above is an estimation of required memory for given 

number of active users. The second formula is used to calculate the VM capacity: 

 

                   –                                           (2) 

 

The formula subtracts current memory usage from the maximum allowed 

amount described in the profile. The current memory consumption is calculated by 

multiplying number of SaaS platform's threads (when in idle) by the average 

memory per thread. 

From this formula we know how much memory is available solely for users of 

given SaaS platform. This is because from the amount of memory assigned to 

JVM some part is consumed by the Tomcat's and SaaS platform's threads just to 

start the service. All the following threads were created to serve each user. Thanks 

to that it was able to estimate actual initial resources available. 

The TBRAM suggest use of a knapsack algorithm to calculate the minimum 

number of instances needed to allocate current workload. This number was the on-

ly result yield by the algorithm since it was not interested in actual tenants’ assig-

nations to available VMs. The algorithm used the values returned by the above 

formulas (Formula 1, 2). Dynamic programming method was used to solve the 

knapsack problem quickly. This whole idea was conceptualized within Tenant-

Based VM Calculator. The results of these calculations determined the number of 

VM instances requested from AWS cloud by the VM Manager. So the first source 

of information about needed number of instances came from knapsack algorithm. 

Yet, it was not the only one. Sometimes even the most advanced estimations are 

inaccurate, thus leading to discrepancy between reality and its state kept by an ap-

plication. That is why it was decided to add also user factor. If several subsequent 

request dispatches failed then a new VM instance was requested from VM Man-

ager on user's behalf. 

4. Preliminary test results 

This chapter presents the results of conducted initial tests. It presents the re-

sults in terms of server-hours, over- and underutilization as well as the cost.  

When the tests were over it was time to collect measured data. All of them where 

gathered by Amazon CloudWatch monitoring service. That tool allows viewing 

some basic statistics of data in form of charts. However, in order to perform more 

advance analysis it was needed to download the raw data for further processing.  
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On the chart (Figure 2) we can see the comparison of the Base System and the 

TBRAM system in terms of combined resource underutilization. The results come 

from the incremental workload simulation tests. We can notice that during the first 

four months of simulated year the utilization problem did not exist in case of the 

TBRAM system. In the middle of the year the systems are comparable, but at the 

end of the year the Base System was significantly more efficient. In overall we 

can say that in case of the incremental tests both systems yield approximately the 

same resource waste (underutilization).  

 

Fig. 2 Resource underutilization during the incremental workload tests of the systems 

Now let us compare the systems in case of the peak-based workload tests. The 

following chart presents the results (Figure 2). Now the improvement from using 

the TBRAM is clearly visible. For most of the simulated year the TBRAM system 

was much more efficient than the Base System in terms of combined resource un-

derutilization. Often the improvement was by 50% and more. The dynamic VM 

fleet tenant-based management showed its superiority when the workload was rap-

idly changing.  

It is important to notice that both averages for %UU are generally lower that in 

case of traditional scaling system. But, in order to confirm that one average is sta-

tistically different than the other a t-student test was used. In our case we wanted 

to check if the TBRAM system was a significant improvement to the Base Sys-

tem. 

Apart from the CloudWatch data one could also assess the systems on a finan-

cial basis. The Amazon's billing statement together with the AWS Simple Month-

ly Calculator was the data sources for the economic cost analysis. It was interested 

in the difference between the systems cost more than in total cost itself. Therefore 

in cost comparison it was taken into account only the parts that differs the both 

systems. 
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Fig. 3 Resource underutilization during the peak-based workload tests of the systems 

That was the size of SaaS platform VMs fleet and the type of load balancer. 

All other test bed parts like the database, RCM or JMeter cluster were excluded 

from the price comparison. Since the both test beds were stressed with exactly the 

same workload by performing the same test plan, the usage of database and other 

resources was the same. It was thought that excluding these elements can only in-

crease the clarity of such a comparison. Finally, in the comparison it was taken in-

to account only the cost of EC2 instances with the SaaS platform and the load bal-

ancers. Below Amazon EC2 prices for EU (Ireland) region for 2012 are presented. 

Table 1 AWS EC2 cost of on-demand instances in EU 

 
EC2 INSTANCE TYPE 

 
m1.small m1.medium ELB 

Cost per hour 0.085 USD 0.170 USD 0.028 USD 

 

Table 2 AWS EC2 data transfer cost in EU region 

 
DATA TRANSFER TYPE 

 
Transfer out ELB in/out ELB data proc 

Cost per GB 0.120 USD 0.010 USD 0.008 USD 

 

Table 1 shows the cost for every started hour of EC2 instance depending on its 

type. As explained in test bed deployment the SaaS platform VMs were deployed 

into m1.small EC2 instances. The SCWA element of TBRAM system was de-

ployed into m1.medium instance as an equivalent of the Base System's ELB. The 
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ELB is a special EC2 instance type and it is a part of AWS EC2 services. Table 2 

in turn shows the cost per GB of data transferred through AWS. Normally we pay 

only for data transferred out of the cloud environment. In case of the ELB there is 

small difference, we pay also for data transferred in/out of the ELB (even when 

deployed into the same Availability Zone of a region) as well as for each GB pro-

cessed by it. After this short introduction to payment details of AWS it is the time 

to present the actual economical difference between the systems. In Table 3 EC2 

cost of the differing parts of both systems is presented. One can notice that both 

workload types of tests where cheaper to conduct on TBRAM system with the 

overall cost reduction of 15.58%. 

Table 3 EC2 cost difference between the systems 

 
Incremental Peak-based Total 

Base System 13.40 USD 21.74 USD 35.14 USD 

TBRAM 11.82 USD 17.85 USD 29.67 USD 

Total 25,22 USD 39,59 USD 64,80 USD 

5. Conclusions and future works 

In this paper, cost-effectiveness was scrutinized from two different perspec-

tives. First was based on server-hours number consumed by the systems during the 

test. The second one was based on the billing statement for AWS resources usage 

from Amazon. The TBRAM system used about 20% less server-hours in case of 

the incremental workload test and over 30% less in case of peak-based tests.  

That system was also over 15% cheaper than the Base System. Therefore it can 

be said that the resource allocation based on tenants definitely influenced cost-

effectiveness of the SaaS applications. So the answer for the first research ques-

tion is positive. The second thing to examine was to check if and how the TBRAM 

improves a SaaS system. The results showed that this model statistically (with 

97.5% accuracy) improved under-utilization of the cloud resources in case of 

peak-based workload. It is worth to add that other system characteristic were gen-

erally slightly improved or the same as for the Base System. According to that one 

can also state that the TBRAM improved the authorial SaaS system.  

This research showed that TBRAM can improve the cost-effectiveness. How-

ever, this is just one side of a medal. Conformance to that model introduces non 

negligible development overhead.  

In the course of further research authors will focus on introduction of authorial 

load balancer into TBRAM architecture to compare results from a SaaS system 

based on ELB in terms of tenant-based resource scaling. 

It is expected that dynamic resource scaling based on authorial approach signifi-

cantly reduce server-hours. 
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