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ABSTRACT1

While music information retrieval (MIR) has made sub-2

stantial progress in automatic analysis of audio similarity3

for Western music, it remains unclear whether these algo-4

rithms can be meaningfully applied to cross-cultural anal-5

yses of more diverse musics. Here we collect perceptual6

ratings from 62 participants using a global sample of 307

traditional songs, and compare these ratings against both8

pre-existing expert annotations and audio similarity algo-9

rithms. We find that different methods of perceptual ratings10

all produced similar, moderate levels of inter-rater agree-11

ment comparable to previous studies, but that agreement12

between human and automated methods is always low re-13

gardless of the specific methods used to calculate musi-14

cal similarity. Our findings suggest that the MIR methods15

tested are unable to measure cross-cultural music similar-16

ity in perceptually meaningful ways.17

1. INTRODUCTION18

Advances in MIR have paved the way for rapid and rel-19

atively accurate automatic analysis of Western classical20

and popular music [1]. MIR has achieved this success21

in part through developing algorithms that incorporate as-22

pects of Western music theory such as 12-tone equal tem-23

pered scales and 4/4 meter. In contrast, there have been24

few automatic studies of non-Western music, for which25

such theories do not necessarily apply [2–7]. Crucially, no26

MIR studies have successfully validated automatic anal-27

ysis of a culturally diverse musical dataset against human28

perceptual data. Thus, it remains unknown whether current29

MIR technologies can meaningfully be used to automati-30

cally compare diverse music from throughout the world.31

Ethnomusicologists have spent over a century devel-32

oping manual methods of comparing music from around33

the world by manually annotating recordings, evaluating34

features by ear and classifying them subjectively [8–10].35

While various manual systems of cross-cultural classifica-36

tion have been developed, they all have their own draw-37

backs [2,3,10–14]. In particular, manual evaluation is sub-38
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jective and time-consuming, two problems that could po-39

tentially be overcome through successfully automating the40

evaluation process.41

The notion of musical similarity is a central issue span-42

ning MIR, music cognition, and musicology. Because con-43

cepts of musical similarity vary both within and between44

cultures, there is no single objective measure of musi-45

cal similarity that can be used to evaluate similarity algo-46

rithms [15]. Indeed, limited inter-rater agreement has been47

proposed to represent an upper bound limiting progress48

in MIR algorithms [16]. Inter-rater agreement has also49

been raised as an issue potentially limiting cross-cultural50

musicological analyses [7, 12]. Evaluating automated al-51

gorithms against human ratings of cross-cultural similar-52

ity thus requires collecting perceptual data from multiple53

raters and evaluating their inter-rater agreement.54

The main goal of our paper is to evaluate the ability of55

automated algorithms to match perceptual data for a global56

dataset of music. We collect perceptual data from 62 par-57

ticipants using three different methods of similarity ratings58

for 30 diverse traditional songs from around the world, and59

compare these with previously published manual annota-60

tions and with two publicly available automated audio sim-61

ilarity algorithms. Overall, we find moderate agreement62

among human raters but no agreement between human and63

existing automated algorithms, suggesting the need for de-64

veloping cross-culturally valid automated methods in fu-65

ture research.66

Section 2 reviews related work on cross-cultural simi-67

larity and inter-rater agreement. Section 3 describes the68

music dataset used in this study. Section 4 analyzes the69

inter-rater agreement of our novel perceptual data and70

compares it with previous studies. Section 5 compares71

similarity measurements from our human and automated72

measurements of musical similarity. Section 6 discusses73

these results and their limitations, and proposes future74

work toward collecting data for cross-validation and cre-75

ating new computational methods for analyzing all the76

world’s music.77

2. RELATED WORK78

2.1 Human judgments of musical similarity79

A landmark attempt to measure cross-cultural musical sim-80

ilarity was Alan Lomax’s Cantometrics Project (Canto =81

Song, Metrics = Measure) [11–13, 17]. Lomax and his82

colleagues analysed thousands of songs from hundreds of83



worldwide societies using 37 classificatory features, and84

compared the resulting patterns of similarities and differ-85

ences with aspects of social structure and cultural his-86

tory. These diverse features span domains such as song87

structure (e.g., melodic range), singing style (e.g., vocal88

width), and social context (e.g., solo/group arrangement89

of singers). The recent digitization and publication of the90

original 5,779 Cantometrics codings and accompanying91

audio has made it possible to apply it to larger-scale au-92

tomatic algorithms in the context of music similarity [17].93

Recent analysis of the original Cantometrics codings has94

shown promise in using it to explore musical diversity in95

India [18]. Here we choose Cantometrics for its ability to96

capture variation cross-culturally in diverse musical styles97

in a large pre-annotated dataset.98

Constructive criticism of aspects of Cantometrics such99

as inter-rater agreement and calculation of musical simi-100

larity led to attempts to design more reliable methods of101

classifying and comparing music cross-culturally [7, 12,102

19–23]. CantoCore, a classification scheme inspired by103

Cantometrics, was found to have higher average inter-rater104

agreement than Cantometrics when compared against a105

dataset of 30 traditional songs from around the world [19].106

Mehr et al. [7] argued that their own scheme was in turn107

more reliable than both Cantometrics and CantoCore 1 . In-108

dependent of the reliability of these schemes, the methods109

for converting these classification schemes into measure-110

ments of overall musical similarity have yet to be validated111

against perceptual ratings of musical similarity.112

Perceptual subjectivity is not only an issue for cross-113

cultural analyses, but more generally for all studies of114

musical similarity [15, 16]. Automatic similarity algo-115

rithms are generally evaluated against ground-truth hu-116

man ratings, but when these human ratings were compared117

against each other in the 2006 Music Information Re-118

trieval Evaluation Exchange (MIREX) evaluations, inter-119

reliability Kappa scores were found to be relatively lim-120

ited even for Western popular music [26]. Specifically,121

when 8 groups of 3 raters each used a 3-point Likert scale122

of “not similar”, “somewhat similar”, or “very similar” to123

rate approximately 200 pairs of songs identified as simi-124

lar by automated audio similarity algorithms, their aver-125

age Kappa score was .21-.29 (depending on their approach126

to weighting partial agreement), which is lower than the127

average Kappa values of .3-.5 found for Cantometric rat-128

ings [17, 19]. Flexer & Grill [16] have argued that lim-129

ited inter-rater agreement results in upper bounds on the130

performance of automatic methods of calculating musical131

similarity.132

1 This comparison is problematic because not only can Cronbach’s Al-
pha statistics not be directly compared with Kappa statistics, but Cron-
bach’s Alpha is a function of the number of raters, so collecting data
from large numbers of raters (e.g., 30 raters in [7]) gives an inflated ap-
pearance of inter-rater agreement compared to smaller numbers of raters
(e.g., 2 raters in [19,24]) even if the level of agreement between each pair
of raters is the same [25].

2.2 Automatic audio similarity133

Audio signal processing and machine learning have made134

it possible to use computational tools to quantify musi-135

cal similarity directly from audio files using features such136

as Mel Frequency Cepstral Coefficients (MFCCs) [27],137

tempograms [28], pitch bi-histograms [29] and chroma-138

grams [30] for timbre, rhythm, melody and harmony re-139

spectively.140

The MIREX campaign had a category specifically for141

Audio Similarity and Retrieval 2 from 2006-2014 3 , dur-142

ing which time several research groups made progress143

in accuracy for the datasets provided. One algorithm144

that consistently performed at or near the top in multiple145

MIREX evaluation years was an algorithm that empha-146

sizes aspects of timbre and rhythm modelled by MFCCs,147

and has been implemented in the commercial software148

Musly [16, 33, 34]. However its accuracy for non-Western149

music has yet to be systematically evaluated.150

Recently, Panteli et al. proposed an automated algo-151

rithm [2] specifically in order to measure similarity in152

global samples including non-Western music. To do so,153

they extracted features related to rhythm (onset patterns154

with scale transform), melody (pitch bi-histograms), har-155

mony (average chromagrams, using “20-cent pitch reso-156

lution to allow for microtonality”), and timbre (MFCCs),157

analyzed with linear discriminant analysis (LDA) to iden-158

tify musical outliers (i.e., songs that were very musically159

dissimilar). Because Panteli et al. lacked ground-truth160

perceptual data, they relied on country-of-origin labels to161

train and test the accuracy of its musical similarity algo-162

rithm. However, this assumes that the amount of musical163

diversity within a country is fairly small relative to differ-164

ences between cultures, whereas analyses of cross-cultural165

musical diversity have instead found that within-culture166

variation tends to be greater than between-culture varia-167

tion [7,18,20]. Thus there is still a need to evaluate Panteli168

et al.’s algorithm against human perceptual data on musical169

similarity.170

3. CROSS-CULTURAL MUSIC DATASET171

We chose the 30 audio recordings of traditional songs from172

Lomax’s Cantometrics Consensus Tape [11] as the global173

dataset for our study. Here we use the word ‘global dataset’174

to refer to the cross-cultural music dataset chosen, and re-175

fer to each ‘song’ as the randomly selected excerpts of176

these recordings. These recordings were originally used177

by Lomax to test human raters after training them to use178

the 37 Cantometrics features to classify songs around the179

world, and thus already functioned as one type of pre-180

annotated expert ground-truth data [19,35]. Not only were181

2 MIREX also evaluates symbolic music similarity as represented
through staff notation. However, the reliability of such notation for non-
Western music is debated [31,32] and has not yet been objectively evalu-
ated, so we have not included symbolic notation in the current study.

3 Flexer and Grill [16] explain that this section was discontinued from
MIREX from 2015 because “only our own research team, again sending
the same peak performing system PS2 [33] for the seventh year, wanted
to participate”.



Figure 1. A map showing the approximate locations and cultural group names of the 30-song sample from the Cantometrics
Consensus Tape (adapted from [19, 35]). We label songs by solo vs. group singing and with vs. without instrumental
accompaniment.

these 30 songs pre-annotated using Cantometrics, but al-182

most 6,000 more songs have also been annotated using183

Cantometrics [11–13, 17], making Cantometrics ratings a184

valuable ground-truth data set for comparison. We focus185

on only 30 songs and only use 6 of the 37 original Canto-186

metric features due to limitations in experiment length and187

listener fatigue (motivations for specific feature choices are188

explained in Section 4).189

These recordings were chosen for their uniqueness in190

style and representativeness of a broad variety of musi-191

cal cultures. Each song is from a different cultural group192

and has some shared and some distinct characteristics with193

other songs in the sample. This sample was also previ-194

ously used to compare reliability in Cantometric ratings195

against the CantoCore rating scheme, which was inspired196

by Cantometrics but focused on aspects of song structure197

rather than singing style [19]. Because the structure of198

the singing group and instrumental accompaniment (solo199

vs. group singing, a cappella vs. instrumental accompa-200

niment) were previously found to be important markers of201

overall style, the recordings in Figure 1 and the other fig-202

ures have been labeled to highlight these contrasts [18,24].203

The original recordings were excerpts of between 40 sec-204

onds to 2 minutes 20 seconds, but to make our experi-205

ments feasible and enable participants to remember the206

sound of multiple recordings in order to compare them,207

we randomly selected short 10-second excerpts containing208

singing from each recording. The same 10-second excerpts209

were used for all experiments.210

4. PERCEPTUAL EXPERIMENT211

4.1 Experiment design212

Collecting a large enough sample of perceptual ratings to213

be able to evaluate both inter-rater agreement and human-214

automated reliability is challenging. For example, for lis-215

teners to rate 5 recordings requires making judgments of216

sets of individual features for 5 recordings (1, 2, 3, 4, 5),217

Figure 2. The experiment is divided into three parts. Part
I asks participants to rate each song on a 3-point scale for
6 stylistic features. Part II asks the rater to listen to two
songs and rate how similar they sound on a 5-point scale.
Part III asks raters to listen to three samples and pick the
most different song.

similarity for 10 different pairs (1 vs. 2, 1 vs. 3, 2 vs.218

3, etc.) or 10 different triplets (1 vs. 2 vs. 3, 1 vs. 2219

vs. 4, etc.), which takes approximately 30 minutes. How-220

ever, human judgments for only 5 recordings would not221

be enough to meaningfully compare with automated al-222

gorithms. On the other hand, increasing the sample to223

10 recordings would require rating 10 sets of features, 45224

pairs, and 120 triplets, which is already more than can be225

collected within the course of a 1-hour experiment, espe-226

cially when accounting for listener fatigue. If we attempt227

to spread out the data collection across multiple different228

participants by having different participants rate different229

recordings, we lose the ability to compare inter-rater agree-230

ment between participants. Unfamiliarity, use/absence of231

reference tracks, and order effects can also affect percep-232

tion of similarity.233

To balance the need for enough data to compare both234



human-human and human-automated agreement, we de-235

signed an experiment where we divided the set of 30 di-236

verse recordings previously used to evaluate inter-rater237

agreement into 6 sets of 5 recordings. For each set, we238

collected perceptual judgments of all possible features,239

pairs, and triplets from 10-11 participants per set (total240

n = 62 participants). The 62 participants were divided241

into 6 groups, where all members within each group rated242

the same 5 songs from the 30-song dataset.243

Each experiment lasted approximately 20-30 minutes244

and was divided into three blocks: feature evaluation, pair-245

wise evaluation and triplet (odd-one-out) evaluation. Be-246

fore beginning the experiment, participants are played a se-247

ries of reference tracks taken from the Cantometrics train-248

ing tapes in order to familiarize them with the features they249

would be rating and the types of recordings they would be250

asked to rate. Participants then evaluate a set of features251

for each song after listening to each song at least once,252

after which they performed the triplet and pairwise sim-253

ilarity tasks. The order of the triplet and pairwise blocks,254

and the order of songs/combinations within each block was255

randomized so as to negate order effects, but the feature256

evaluation block always came before the triplet and pair-257

wise blocks in order to familiarize participants with the258

set of 5 recordings before asking them to rate similarity259

among recordings. Although the experiment interface was260

accessed online, all participants were monitored in person261

to maximize data quality. After the experiment was over,262

participants were asked to fill out a questionnaire asking263

them about their age, gender, musical experience, prefer-264

ences, and exposure to non-Western music265

4.1.1 Songwise Evaluation266

Part I of our experiment required participants to rate 5267

songs individually on the basis of six stylistic features 4 :268

vocal texture, melodic range, vocal tension, tempo, rhyth-269

mic regularity, and ornamentation. Some features were270

relabeled to make them more intuitive in the context of271

the current experiment; the original Cantometric feature272

names and line numbers were “The vocal group” (Line273

1), “Melodic range” (20), “Vocal width” (33), “Tempo”274

(26), “Overall vocal rhythmic scheme” (11), and “Embel-275

lishment” (23); see Figure 2. These features were selected276

as a subset of the 37 Cantometrics features, chosen in or-277

der to focus on features that were likely to be relatively278

reliable while covering a diverse range of musical features279

(e.g., melody, rhythm, timbre) and minimizing correlations280

among features (see [12] for an overview of the full 37 fea-281

tures and their inter-relationships). Before starting the ex-282

periment, participants spent approximately 5 minutes lis-283

tening to reference examples from the Cantometrics Train-284

ing Tapes demonstrating low, medium and high values for285

each feature, and participants could refer back to these ref-286

erence examples at any point during the experiment.287

4 Ratings for an additional 7 aesthetic features were also collected for
future analyses comparing stylistic and aesthetic features; these features
are shown in Figure S1 for completeness but are not included in our anal-
yses.

4.1.2 Pairwise Comparison288

In part II of our experiment we ask raters to listen to pairs289

of songs and rate their similarity on a five-point Likert290

scale. Participants were asked to rate each pair as “not at291

all similar”, “a little similar”, “somewhat similar”, “very292

similar”, and “extremely similar”. We compare all 10 pos-293

sible pairs among each set of 5 songs provided to the group,294

with the order randomized for each participant.295

4.1.3 Triplet Comparison296

In part III we ask participants to listen to three songs and297

pick the most dissimilar song. We test for all 10 possible298

triplet combinations among the set of five songs and the299

order is randomized.300

4.2 Participants301

We tested 62 participants employed at X 5 ’s headquarters302

in Japan. Participant ages ranged from 25-63, out of which303

90% spoke Japanese as their native language, and 81%304

understood English as either a primary or secondary lan-305

guage. The test was conducted fully in Japanese with the306

option to change languages to English or Chinese. 62% of307

all participants had played a musical instrument for over308

10 years, while 16% had no musical training. 73% of par-309

ticipants had little to no exposure to world music, and 92%310

of participants listened to a combination of rock, pop, jazz311

or classical music.312

4.3 Human-human agreement313

We calculated Kappa statistics to determine inter-rater314

agreement of our perceptual data. Quadratic weighted315

Kappa is calculated for feature-wise and pairwise ratings,316

because these are ordinal Likert scales, while unweighted317

Kappa is calculated for triplet ratings, because these are318

nominal (unordered) ratings. Kappa was originally devel-319

oped for only two raters, but can be extended by calcu-320

lating all possible pairwise Kappa values for larger num-321

bers of raters [36,37]. Our 62 participants were distributed322

into 6 groups of 10-11 participants, and within each group323

all participants rated the same combinations of 5 songs.324

This resulted in a total of 45-55 pairwise Kappa values per325

group, for a total of 290-300 pairwise Kappa values for326

each condition cf. Figure 3).327

Based on previous research [38] we predicted that328

triplet ratings would be more reliable than pairwise or329

feature-wise ratings. Surprisingly, we found the oppo-330

site was true (mean Kappas: pairwise = 0.29, triplet331

= 0.19, featurewise = 0.30; F = 11.78, df= 2377,332

p=0.000008). These patterns were consistent when data333

were re-analyzed with participants split into subsets with334

high (>2 years) or low (<2 years) musical training (Supple-335

mentary Figure S1). Supplementary Figure S2 compares336

feature wise inter-rater reliability from this study with fea-337

ture wise reliability of previous studies [7, 19, 24].338

The mean level of inter-rater agreement among un-339

trained participants in the current study was .30, a level that340

5 Anonymized for peer review



Figure 3. Violin plots showing inter-rater reliability (Kappa) for the different rating methods used in the current study:
pairwise, triplet, and feature wise for six different stylistic features. Each individual point (n = 290 − 300 per condition)
represents a Kappa value for a given pair of participants. Large dots represent means, horizontal lines represent 95%
confidence intervals.

has been described as “fair” [39]. This is toward the low341

end of the range of 0.25-0.54 found previously for experts342

using Cantometrics and similar schemes [7, 17, 19, 24].343

5. HUMAN VS. AUTOMATED JUDGMENTS OF344

MUSICAL SIMILARITY345

Having determined inter-rater agreement for our human346

judgments of similarity, we proceed to compare human347

judgments vs. automatic audio similarity algorithms. To348

do so, we created the following five distance matrices and349

compared them against one another: H1a: Expert (Canto-350

metric nominal); H1b: Expert (Cantometric ordinal); H2:351

Naive listener (5x5 pairwise ratings x 6); A1: Musly [34];352

A2: Panteli et al. [2] (“H” indicates human ratings, “A”353

indicates automated judgments). All matrices are 30x30354

distance matrices, except for “H2”, which is only a partial355

distance matrix containing the six 5x5 matrices of pair-356

wise distances collected from the perceptual experiment357

(because it was not practical to collect perceptual ratings358

of pairwise similarity for all 435 pairs among the 30 songs359

for each participant).360

5.1 Distance matrix correlations361

Because H2 could not include the full 30x30 distance ma-362

trix, we performed two sets of distance matrix correlations363

(Figure 4). The first set compared only the six 5x5 matri-364

ces containing all pairwise distances within each of the six365

groups of 5 songs, using pairwise similarity (H2) from our366

perceptual experiments and excluding between-group data367

from the other distance matrices (H1a, H1b, A1, and A2).368

The second set compared full 30x30 distance matrices, ex-369

cluding the partial matrix H2. Both sets of comparisons370

used Mantel’s permutation-based test of distance matrix371

correlations to control for non-independence of data points372

within distance matrices [40]. The Mantel test involves re-373

peatedly testing the correlations with random permutations374

of the rows and columns of one of the matrices. Statistical375

significance is calculated from the proportion of permuta-376

tions that lead to a higher correlation coefficient [41].377

The distance matrix correlations suggest minimal cor-378

relation between human ground-truth ratings of similar-379

ity and automated algorithmic calculations of similarity.380

While the two automated methods are moderately corre-381

lated with one another (r=.33, p<.001) and the three human382

Figure 4. Distance matrix correlations among different
methods of measuring musical similarity for the full 30x30
distance matrix and the partial distance matrix containing
six 5x5 distance matrices. The bottom left triangle indi-
cates the correlation coefficient, and the top right triangle
shows its corresponding p-value.

annotated methods are moderately or strongly correlated383

with one another (H1a-H1b: r = .93, p<.001; H1a-H2: r384

= .25, p=.02; H1b-H2: r = .31, p=.005), all of the correla-385

tions between the automated distance matrices and human386

ground-truth distance matrices are weak (r < .2).387

6. DISCUSSION388

This paper presents a new dataset for similarity data in a389

global music sample. We provide analysis of agreement390

between the data collected from experts, non-experts, and391

feature-based estimations of similarity. We also compare392

three methods for collecting ground truth data and hope it393

will be useful for data collection and inter-rater agreement.394

Our results show low levels of agreement in measurements395

of similarity between human and automated judgments of396

music similarity in a global musical sample. This is consis-397

tent with previous arguments that current MIR methods are398

not yet suitable for global samples including non-Western399

music [5]. This is also consistent with previous studies that400

have suggested that automated algorithms are fundamen-401

tally limited in their ability to measure musical similarity402



due to the subjective nature of human perceptions of sim-403

ilarity even for Western music [16]. However, our finding404

of moderate levels of inter-rater agreement among human405

raters comparable with previous studies suggests that lim-406

ited inter-rater agreement cannot be the sole reason for the407

poor performance of the automated algorithms.408

Indeed, pairwise inter-rater agreement values for the409

current study (mean Kappa = .29) were similar to those410

previously reported for Western pop music (Kappa = .21-411

.29) [26]. These levels are significantly above chance, but412

not particularly high (some have suggested .21-0.4 is ’fair’413

[39], while others argue less than 0.4 is unacceptable for414

certain applications (e.g., clinical diagnoses) [42]. Due415

to logistical constraints we only focused on collecting per-416

ceptual data for a global music sample, however, in order to417

evaluate the relative reliability of MIR methods on Western418

vs. non-Western music, we would need a controlled com-419

parison using samples of Western music as well as non-420

Western music.421

We briefly trained all participants and had them rate422

songs using 6 Cantometric features prior to collecting pair-423

wise and triplet similarity ratings, to ensure that partici-424

pants had listened to all relevant songs prior to their simi-425

larity ratings to maximize reliability of ratings. However,426

it is possible that this primed participants to influence their427

judgments of similarity to more strongly weight these 6428

features. Such influence seems unlikely to fully explain429

why similarity ratings based on all 37 Cantometric features430

for longer 1-2-minute song excerpts were more strongly431

correlated with these ratings (primed with only 6 features432

and tested on only 10-second randomly selected clips) than433

automated ratings were. However, future experiments ex-434

ploring the effects of reversing or fully randomize this or-435

der may clarify how such priming might affect results (al-436

though it should be noted that this may conceivably reduce437

inter-rater reliability to levels that may render similarity438

judgments essentially arbitrary). Techniques such as met-439

ric learning [38, 43] may also be useful in future research440

to investigate how these 6 features and/or other individual441

features are cognitively weighted to give overall similar-442

ity judgments (our current method of calculating musical443

similarity weighted all individual features equally [20]).444

Inter-rater agreement in our current study of amateur445

participants with a diverse global sample of traditional mu-446

sic was comparable to previous studies using expert musi-447

cologists and/or Western popular music [19]. This sug-448

gests that there is nothing inherently insurmountable about449

cross-cultural comparison of music [10], since even am-450

ateurs without any experience listening to diverse music451

from around the world were able to give reasonably re-452

liable ratings after a brief (∼5-minute) training period at453

the beginning of the experiment. This suggests that fu-454

ture cross-cultural studies do not necessarily need to rely455

only on annotations by expert musicologists, opening pos-456

sibilities for larger-scale studies (e.g., crowd-sourced on-457

line experiments). Crucially, this study provides insight458

into the framework necessary for collecting ground truth459

data while minimizing experiment time and the total num-460

ber of comparisons each participant would need to do to461

successfully evaluate similarity. Future work could build462

upon this framework for larger studies and a more diverse463

participant pool.464

We found no major differences in inter-rater reliabil-465

ity between perceptual ratings based on feature-wise vs.466

pairwise comparisons. This suggests that data from ei-467

ther of these types of ratings is likely to be of value in468

future large-scale cross-cultural analyses. This means it469

may be feasible to analyze large databases such as Canto-470

metrics, which contain feature wise expert ratings for over471

5,000 audio recordings [11–13,17]. Having validated Can-472

tometric ratings against human perceptual data of musical473

similarity opens up the possibility of using larger datasets474

of full Cantometrics data as training data for future su-475

pervised learning approaches [43–45]. As machine learn-476

ing approaches improve, such supervised learning may of-477

fer better chances of matching human judgments than the478

feature-extraction approach used in the current study.479

While our global music sample is highly diverse, our480

sample of 62 participants were recruited solely from481

one company because the company offered to support482

our project, including participant recruitment. There-483

fore, while our participant sample avoids the traditional484

bias in music cognition studies [46] towards homoge-485

neous “WEIRD” (Western, Educated, Industrialized, Rich,486

Democratic [47]) samples of Western undergraduate stu-487

dents, it does not necessarily generalize to the broader488

Japanese population let alone to all humans. We have489

begun to expand this paradigm to include more diverse490

participants from different societies around the world to491

more systematically investigate the degree to which musi-492

cal perception and cognition vary within and between cul-493

tures [46, 48].494

The two audio similarity algorithms evaluated in this495

study were chosen because they either performed best in496

MIREX’s audio similarity evaluation, or in [2]’s case497

were designed specifically for measuring similarity in non-498

Western music. However, these systems have limitations,499

such as emphasis on timbral features [34] and reliance on500

country labels as a proxy for similarity [2] that may con-501

tribute to their poor performance. In the future we would502

like to explore alternative methods such as existing Gaus-503

sian mixture models [45], metric learning [43, 49], and504

deep learning [44]. We would also like to develop new505

models explicitly based on cross-culturally motivated fea-506

tures and data, and such attempts may now be feasible with507

the recent publication of the Cantometrics dataset of over508

5,000 expert-annotated audio recordings [17].509

If we can succeed in developing and validating methods510

for automated analysis of all the world’s music, it could511

open up new ways to help people find and appreciate di-512

verse music throughout the world. We hope to apply such513

findings to fields such as information science, music cog-514

nition, anthropology, and to broader applications includ-515

ing music recommendation services, music copyright law,516

music education, cultural heritage preservation, and cross-517

cultural understanding through music.518
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11. SUPPLEMENTARY MATERIALS732

11.1 Creating distance matrices733

11.1.1 H1: Expert (Cantometrics)734

Our 30-song sample was chosen in part because it already735

contained expert annotations supplied by Alan Lomax us-736

ing the Cantometrics classification scheme [35]. Each of737

the 36 Cantometric features was rated on a Likert-type738

scale, the number of points of which ranged from 3 to739

13 [11, 12]. Some of these features were clearly ordi-740

nal (ordered) - for example, the presence of tremolo (vo-741

cal micro–ornamentation including vibrato) is coded on742

a 3-point ordinal scale of “little or no tremolo”, “some743

tremolo”, or “much tremolo”. Other features were in-744

tended to be ordinal, but could be argued to be more appro-745

priately treated as nominal (unordered) because the order746

was semi-arbitrary. For example, melodic shape was coded747

on a 4-point scale of “arched”, “terraced”, “undulating”,748

and “descending”, but it is not obvious whether an undulat-749

ing shape is more similar to a descending shape than to an750

arched shape. Another example of semi-arbitrary order is751

vocal organization, which is also coded on a 4-point scale752

of “solo”, “unison”, “heterophony”, and “polyphony”. To753

further complicate matters, Cantometrics allows features754

to be multi-coded - for example songs with heteroge-755

neous sections can be rated as containing a combination756

of “arched” and “descending” phrase shapes or as having757

both “little or no tremolo” and “heavy tremolo”.758

To convert these annotations into quantitative distance759

matrices, we adapted the method previously used to cal-760

culate similarities using Cantometrics and the related Can-761

toCore scheme [10, 20, 24]. This method normalizes or-762

dinal variables and accounts for partial similarities be-763

tween multi-coded ordinal variables to create a multi-764

dimensional Euclidean distance matrix ranging from 0765

(songs with identically coded features) to 1 (songs with766

maximally contrasting features) [20]. We had to adapt767

this method slightly because, unlike CantoCore, Cantomet-768

rics allows multi-coding for both nominal and ordinal vari-769

ables. Thus, to accommodate double-coding for ordinal770

variables, mean values are used in cases of multi-coded or-771

dinal features (e.g., a song in which tremolo was coded as772

both 2 [some] and 1 [much] would be treated as 1.5).773

To account for ambiguity in whether some features774

should be treated as ordinal vs. nominal, we calculated two775

separate Cantometric distance matrices. The first, which776

we call “Cantometrics nominal” (H1a) treated 12 of the 36777

features (numbers 1-4, 7, 11-16, and 22) as nominal, and778

the remaining 24 features as ordinal. The second (“Canto-779

metrics ordinal”; H1b) treated all 36 variables as ordinal.780

11.1.2 H2a: Naive listener (5x5 pairwise ratings x 6)781

Distance matrices of naive listener ratings were taken di-782

rectly from the pairwise similarity ratings in Section 4.1.2.783

Similarity ratings for each pair and each participant were784

scaled from 0 to 1 and converted from similarities to dis-785

tances by subtracting from 1. Therefore, “not at all simi-786

lar” was treated as a distance of 1, “a little similar” = 0.75,787

“somewhat similar” = 0.5, “very similar” = 0.25, and “ex-788

tremely similar” = 0. Ratings for all 10 pairs within each789

set of 5 songs were then averaged for across all 10-11 par-790

ticipants who rated those songs.791

11.1.3 A1: Musly792

Musly is an open source music similarity algorithm im-793

plemented using timbre as the principal axis for proxim-794

ity [34]. We used the default implementation, which uses a795

25 MFCC representation of each song to estimate a single796

Gaussian where the similarities are normalized with Mu-797

tual Proximity. We add the playlist of 30 songs as input798

and then compute the full similarity matrix for the speci-799

fied collection and write it to a file written in the MIREX800

text format. All implementation details are the same as801

publicly available online [34].802

11.1.4 A2: Panteli803

We selected the LDA (Linear Discriminant Analysis) im-804

plementation of Panteli et al.’s algorithm because it pro-805

vided the most reliable classifications, as measured by806

F-score [2]. The algorithm first extracts MFFCs, chro-807

magrams, pitch bi-histograms, and tempograms from a808

dataset of 8200 recordings from the Smithsonian Folkways809

Recordings and British Library Sound Archive. The model810

also uses the Melodia Vamp plugin [50] for Sonic Anno-811

tator for melody extraction and a Song/Speech segmenter812

for removing parts of speech from the original sample (al-813

though this was not necessary for the current sample be-814

cause it contained only music). All sampling is at 44100815

Hz using 8-second windows with 0.5-second hop size. It816

then pools the data into an 840 dimension vector, along817

with country labels as training data. This is set as input818

data for an LDA model that computes dissimilarity of a819

given input vector of the same dimensions. The reason for820

choosing optimal parameter values and other implementa-821

tion details are described in the original paper [2]. We per-822

form the same feature extraction as that implemented in823

the algorithm on our input data of 30 songs and compute a824

distance matrix.825

11.2 Comparing inter-rater agreement with previous826

studies827

Figure S2 compares inter-rater agreement in the current828

study with previous studies. Inter-rater agreement for 36829

Cantometric features and 26 CantoCore features was pre-830

viously reported for two raters [19]. Reliability for an831

adapted scheme taking 32 putative universal features from832

CantoCore, Cantometrics, and the Hornbostel-Sachs in-833

strument classification schemes [51] and condensing them834

into binary presence/absence features was also previously835

reported [24]. Mehr et al. [7] did not report Kappa data, but836

using their publicly available data and code we were able837

to calculate Kappa statistics for 15 of their 16 features re-838

ported in their Table S31 using the same methods reported839

here (Mehr et al.’s “tempo_adj” feature was excluded be-840

cause it was neither ordinal nor nominal but continuous).841



We applied quadratic weighted kappa on Mehr et al.’s or-842

dinal features (macro meter, syncopation, accent, tension,843

and scale quality), and unweighted kappa on other binary844

features.845



Figure S1. An extended version of Figure 3 that also includes inter-rater reliability data for 7 additional aesthetic features
that were collected but not analyzed in the current study.

Figure S2. Comparison of inter-rater reliability for indi-
vidual features in the current study compared to previous
studies. Each point represents a Kappa value for a given
pair of raters for a given musical feature. Sample sizes:
Cantometrics: n = 36; CantoCore: n = 26; Savage et al.
2015: n = 32; Mehr et al. 2019: n = 6525 (435 pairs of
raters x 15 features); current study: n = 1788 (298 pairs of
raters x 6 features). Large dots represent means, horizontal
lines represent 95% confidence intervals.

Figure S3. Inter-rater reliability analyses for subsets of
raters with high (>2 years) and low (<2) levels fo musical
training.
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