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Abstract

Systematic sampling is one of the simplest and popular methods for selecting a random

sample from a finite population. The diagonal systematic sampling scheme is a type of sys-

tematic sampling design which has gained the attention of researchers during the last two

decades. In this paper, a modification to the conventional diagonal systematic sampling

design is proposed for use in situations where population units follow a linear trend. It is

found that the proposed strategy reduces the variance of the diagonal systematic sampling

thus resulting in an efficient sampling design. The mathematical conditions under which the

suggested modified diagonal systematic sampling design is more precise than some of the

available sampling designs are derived. With the help of a numerical illustration using milk

yield data, it is shown that the proposed sampling scheme is more efficient than some of the

available sampling schemes.

1. Introduction

In survey sampling, the linear systematic sampling scheme originally developed by Madow

and Madow [1] is used to obtain a sample of size n units from a finite population of size N
units in such a way that the first unit is obtained from the first k (= N/n) units and then every

kth unit is systematically selected in the sample. A limitation of the usual linear systematic

sampling procedure is that it requires the population size to be a constant multiple of the

required sample size. To cope with this issue, Lahiri [2] introduced circular systematic sam-

pling scheme. Mukerjee and Sengupta [3] proposed some optimal sampling strategies for esti-

mation of mean. Chang and Huang [4] developed a modified version of the systematic

sampling popularly known as the remainder systematic sampling for use in situations where

the population size is not a constant multiple of the required sample size. The concept of diag-

onal systematic sampling scheme as an alternative approach to the classical systematic sam-

pling was introduced by Subramani [5]. Sampath and Varalakshmi [6] introduced a new

modified systematic sampling method known as diagonal circular systematic sampling

scheme. Subramani [7] developed a generalized form of the original diagonal systematic sam-

pling scheme. Another modified version of the linear systematic sampling for use in situations

where the sample size is odd, was suggested by Subramani [8] which was found to be more effi-

cient than linear systematic sampling scheme. Khan et al. [9] presented a modified version of

PLOS ONE

PLOS ONE | https://doi.org/10.1371/journal.pone.0265179 March 31, 2022 1 / 10

a1111111111

a1111111111

a1111111111

a1111111111

a1111111111

OPEN ACCESS

Citation: Azeem M (2022) A modified version of

diagonal systematic sampling in the presence of

linear trend. PLoS ONE 17(3): e0265179. https://

doi.org/10.1371/journal.pone.0265179

Editor: Sheetal Kalyani, IIT Madras, INDIA

Received: May 28, 2021

Accepted: February 27, 2022

Published: March 31, 2022

Copyright: © 2022 Muhammad Azeem. This is an

open access article distributed under the terms of

the Creative Commons Attribution License, which

permits unrestricted use, distribution, and

reproduction in any medium, provided the original

author and source are credited.

Data Availability Statement: All relevant data are

contained within the manuscript.

Funding: The author received no specific funding

for this work.

Competing interests: The authors have declared

that no competing interests exist.

https://orcid.org/0000-0002-6475-6072
https://doi.org/10.1371/journal.pone.0265179
http://crossmark.crossref.org/dialog/?doi=10.1371/journal.pone.0265179&domain=pdf&date_stamp=2022-03-31
http://crossmark.crossref.org/dialog/?doi=10.1371/journal.pone.0265179&domain=pdf&date_stamp=2022-03-31
http://crossmark.crossref.org/dialog/?doi=10.1371/journal.pone.0265179&domain=pdf&date_stamp=2022-03-31
http://crossmark.crossref.org/dialog/?doi=10.1371/journal.pone.0265179&domain=pdf&date_stamp=2022-03-31
http://crossmark.crossref.org/dialog/?doi=10.1371/journal.pone.0265179&domain=pdf&date_stamp=2022-03-31
http://crossmark.crossref.org/dialog/?doi=10.1371/journal.pone.0265179&domain=pdf&date_stamp=2022-03-31
https://doi.org/10.1371/journal.pone.0265179
https://doi.org/10.1371/journal.pone.0265179
http://creativecommons.org/licenses/by/4.0/


systematic sampling under equal probability sampling which was a generalization of both lin-

ear and circular systematic sampling schemes. A generalization of the usual systematic sam-

pling method was suggested by Subramani and Gupta [10] which improved the linear

systematic sampling in terms of efficiency. The method suggested by Subramani and Gupta

[10] was practically more useful than linear systematic sampling as it didn’t require the popula-

tion size to be a constant multiple of the required sample size. However, the limitation of the

Subramani and Gupta [10] method was that the sample mean based on this sampling scheme

was a biased estimator of the mean of finite population. Subramani and Singh [11] developed

an optimal form of circular systematic sampling for populations following linear trend. Naidoo

et al. [12] developed a new modified version of balanced systematic sampling. A comparative

performance of circular systematic and simple random sampling under linear trend scenario

was studied by Subramani [13]. Gupta et al. [14] introduced a new modification of systematic

sampling which is based on multiple random starts. Recently, Azeem et al. [15] proposed a

new systematic sampling design for estimation of population mean. Further studies related to

systematic sampling can be found in Madow [16], Yates [17], Bellhouse and Rao [18], Bell-

house [19], Fountain and Pathak [20], Sampath and Uthayakumaran [21], Subramani [22],

Khan et al. [23], and Naidoo et al. [24] etc.

In this paper, an efficient modified diagonal systematic sampling method is proposed for

situations where the population units follow a linear trend. The mathematical conditions

under which the suggested sampling design is more efficient than some of the existing sam-

pling schemes have been derived. It has been shown that the new systematic sampling scheme

is more precise than some of the existing sampling schemes.

2. Proposed modified diagonal systematic sampling scheme

Let the population consists of N units with labels 1, 2, 3, . . ., N and it is required to draw a sam-

ple of size n such that N = nk = (n − 1)k + k. Motivated by Subramani [8], a modified version

of diagonal systematic sampling is proposed. While the conventional diagonal systematic sam-

pling selects a sample of size n from the whole population regarded as a single group, the pro-

posed method separates the last k units from the rest of the population. Thus the population is

divided into two groups where the first n−1 units of the required sample are selected from the

first group and the last unit is selected independently from the second group. Such a partition

of the population into two disjoint groups results in a more efficient sampling scheme as

shown in section 5 and 6. The steps involved in the proposed method are as follows:

1. Partition the population into two sets: Set-1 and Set-2, in such a manner that Set-1 receives

the first (n − 1)k units and Set-2 receives the remaining k units.

2. In Set-1, arrange the units in a (n − 1) × k square matrix. In Set-2, arrange the k units in a

row having units y(n−1)k+1, y(n−1)k+2, . . ., ynk as shown in Table 1.

Table 1. Layout of the population units.

Set-1 Set-2

S.No. 1 2 . . . k S.No. 1 2 . . . k
1 y1 y2 . . . yk
2 yk+1 yk+2 . . . y2k

3 y2k+1 y2k+2 . . . y3k

. . . . . . . . . . . . . . .

n − 1 y(n−2)k+1 y(n−2)k+2 . . . y(n−1)k n y(n−1)k+1 y(n−1)k+2 . . . ynk

https://doi.org/10.1371/journal.pone.0265179.t001
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3. Obtain two random numbers r1 and r2 where 1� r1� k and 1� r2� k. In Set-1, the units

are drawn in such a way that the selected n − 1 units are the entries in the diagonal or bro-

ken diagonal of the matrix. In Set-2, a unit is selected at random and is combined with the

n − 1 units selected from Set-1 to complete the sample of size n.

It is clear that the suggested modified diagonal systematic sampling design has k × k = k2

possible samples each of size n. For the proposed method, the first and second order probabili-

ties of inclusion are:

pi ¼
1

k
; ð1Þ

and

pij ¼

1

k
if ith and jth units are from the same diagonal or broken diagonal of Set � 1;

1

k2
if ith and jth units are from Set � 1 and Set � 2 respectively;

0 otherwise:

ð2Þ

8
>>>><

>>>>:

Generally, the selected sampling units are:

Sr1r2 ¼ fyr1 ; yðkþ1Þþr1
; . . . ; yðn� 2Þðkþ1Þþr1

; yðn� 1Þkþr2
g; if r1 � k � nþ 2;

Sr1r2 ¼ fyr1 ; yðkþ1Þþr1
; . . . ; ytðkþ1Þþr1¼ðtþ1Þk; yðtþ1Þkþ1; yðtþ2Þkþ2; . . . ; yðn� 2Þkþðn� t� 2Þ; yðn� 1Þkþr2

g;

if r1 > k � nþ 2;

where r1 = 1, 2, . . ., k; r2 = 1, 2, . . ., k.

The sample mean based on the proposed systematic sampling scheme is given by:

�yndsy ¼ w1�y1 þ w2�y2; ð3Þ

where

�y1 ¼

1

n

Xn� 2

l¼0

ylðkþ1Þþr1
þ yðn� 1Þkþr2

 !

; if r1 � k � nþ 2;

1

n

Xt

l¼0

ylðkþ1Þþr1
þ
Xn� t� 2

i¼1

yðtþiÞkþi þ yðn� 1Þkþr2

 !

; if r1 > k � nþ 2:

;

8
>>>>><

>>>>>:

ð4Þ

�y2 ¼ yðn� 1Þkþr2
; ð5Þ

w1 ¼
ðn � 1Þk

N
;w2 ¼

k
N
;w1 þ w2 ¼ 1:

Theorem: Under the proposed sampling scheme, the sample mean can be written in the

form of Horvitz-Thompson estimator �yHT suggested by Horvitz and Thompson [25] and is

unbiased with variance:

Varð�yndsyÞ ¼
1

N2
ðn � 1Þ

2k2 1

k

Xk

i¼1

ð�y1 �
�Y 1Þ

2

( )

þ k2 1

k

Xk

i¼1

ð�y2 �
�Y 2Þ

2

( )" #

;

where,

�Y 1: Mean of all (n − 1)k units of Set-1,

�Y 2: Mean of all k units of Set-2.
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Proof: By definition,

�yndsy ¼
ðn � 1Þk

N
�y1 þ

k
N

�y2;

¼
1

N
ðk
X

i2s1

y1i þ k
X

i2s2

y2iÞ;

ð6Þ

where s1 and s2 denote the samples drawn from Set-1 and Set-2 respectively.

�yndsy ¼
X

i2s1

y1i

1=k
þ
X

i2s2

y2i

1=k

 !

;

¼
1

N

X

i2s

yi
pi
¼ �yHT;

ð7Þ

where ‘s’ denotes the total number of units selected in the sample.

Taking expectation on both sides of (6) yields:

Eð�yndsyÞ ¼
ðn � 1Þk

N
Eð�y1Þ þ

k
N
Eð�y2Þ: ð8Þ

Now,

Eð�y1Þ ¼ E
1

n � 1

Xn� 1

i¼1

y1i

 !

¼
1

n � 1

Xn� 1

i¼1

Eðy1iÞ;

¼
1

n � 1

Xn� 1

i¼1

X

i2S1

y1i
1

ðn � 1Þk

" #

;

¼
1

ðn � 1Þk

X

i2S1

y1i ¼
�Y 1:

ð9Þ

Similarly,

Eð�y2Þ ¼
1

k

X

i2S2

y2i ¼
�Y 2; ð10Þ

where S1 and S2 denotes all units in Set-1 and Set-2 respectively.

Substituting (9) and (10) in (8) and simplification yields:

Eð�yndsyÞ ¼ �Y :

Taking variance on both sides of (3) yields:

Varð�yndsyÞ ¼
ðn � 1Þ

2k2

N2
Varð�y1Þ þ

k2

N2
Varð�y2Þ; ð11Þ

where

Varð�y1Þ ¼
1

k

Xk

i¼1

ð�y1 �
�Y 1Þ

2
; ð12Þ
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and,

Varð�y2Þ ¼
1

k

Xk

i¼1

ð�y2 �
�Y 2Þ

2
: ð13Þ

Substituting (12) and (13) in (11), the variance of �ymdsy is obtained as:

Varð�yndsyÞ ¼
1

N2
ðn � 1Þ

2k2 1

k

Xk

i¼1

ð�y1 �
�Y 1Þ

2

( )

þ k2 1

k

Xk

i¼1

ð�y2 �
�Y 2Þ

2

( )" #

: ð14Þ

Remark 1: Using Sen-Yates-Grundy approach suggested by Sen [26] and Yates and Grundy

[27], the variance of �yndsy can be written as:

Varð�yndsyÞ ¼ VarSYGð�yHTÞ ¼
1

N2

1

2

XN

i¼1

XN

j ¼ 1
j 6¼ i

ðpipj � pijÞ
yi
pi
�

y
j

pj

 !2

8
><

>:

9
>=

>;
: ð15Þ

Remark 2: The Sen-Yates-Grundy estimator for (15) is given by:

varð�yndsyÞ ¼ varSYGð�yHTÞ ¼
1

N2

1

2

Xn

i¼1

Xn

j ¼ 1
j 6¼ i

pipj � pij

pij

 !
yi
pi
�

y
j

pj

 !2

8
><

>:

9
>=

>;
: ð16Þ

The values of πi and πij can be used from (1) and (2) in expression (15) and (16) to obtain

the sampling variance of the mean and its estimator under the modified diagonal systematic

sampling scheme. Moreover, it is to be noted that since the second order probabilities are zero

for some pairs of units, so it is not possible to unbiasedly estimate Varð�yndsyÞ. This is a common

drawback of linear and systematic sampling, Subramani’s [8] method and the proposed

method.

3. Linear trend

Let the N = nk = (n − 1)k + k, k� n − 1 units of the finite population follow a linear trend.

That is,

yi ¼ aþ ib; for i ¼ 1; 2; 3; . . . ;N: ð17Þ

The variance of the mean based on simple random sampling scheme in the case of linear

trend is given by:

Varð�yrÞ ¼ ðk � 1ÞðN þ 1Þ
b2

12
: ð18Þ

The sampling variance of the mean in linear systematic sampling is given by:

Varð�ysyÞ ¼ ðk � 1Þðkþ 1Þ
b2

12
: ð19Þ

The variance of the mean in diagonal systematic sampling is:

Varð�ydsyÞ ¼ ðk � nÞ½nðk � nÞ þ 2�
b2

12n
: ð20Þ
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The variance of the mean based on Subramani’s [8] modified systematic sampling scheme

is given by:

Varð�ymsyÞ ¼
ðn � 1Þ

2
þ 1

n2

� �

ðk � 1Þðkþ 1Þ
b2

12
: ð21Þ

The variance of the sample mean in Subramani’s [13] optimal circular systematic sampling

is given by:

Varð�yocssÞ ¼
ðN � 1ÞðN þ 1Þb2

12n2
; where N ¼ nk� 1: ð22Þ

Finally, the variance of the mean in the proposed method is obtained as:

Varð�yndsyÞ ¼ w2

1
Varð�y1Þ þ w2

2
Varð�y2Þ: ð23Þ

Since there are (n − 1)k units in Set-1, this implies putting n = n − 1 in (20) leads to:

Varð�y1Þ ¼
ðk � nþ 1Þ½ðn � 1Þðk � nþ 1Þ þ 2�b2

12ðn � 1Þ
: ð24Þ

Also, there are k units in Set-2 and since the right hand side of (19) is independent of n, so

Varð�y2Þ ¼ Varð�ysyÞ ¼ ðk � 1Þðkþ 1Þ
b2

12
: ð25Þ

Using (24) and (25) in (23), the variance of �yndsy in the case of linear trend is obtained as:

Varð�yndsyÞ ¼ fðn � 1Þðk � nþ 1Þ½ðn � 1Þðk � nþ 2Þ þ 2� þ ðk � 1Þðkþ 1Þg
b2

12n2
: ð26Þ

4. Efficiency comparison of the proposed systematic

sampling with existing methods

If the units of population follow a linear trend, the proposed modified diagonal systematic

sampling design is more precise than simple random sampling scheme if:

Varð�yndsyÞ < Varð�yrÞ: ð27Þ

Using (18) and (26) in (27) and on simplification, the condition reduces to:

ðn � 1Þðk � nþ 1Þ½ðn � 1Þðk � nþ 2Þ þ 2� < ðk � 1Þ½n2ðN þ 1Þ � ðkþ 1Þ�: ð28Þ

The proposed sampling scheme is more efficient than linear systematic sampling scheme if:

Varð�yndsyÞ < Varð�ysyÞ: ð29Þ

Using (19) and (26) in (29) and on simplification the condition reduces to:

ðn � 1Þðk � nþ 1Þ½ðn � 1Þðk � nþ 2Þ þ 2� < 0: ð30Þ

The proposed sampling scheme is more efficient than Subramani’s [8] modified linear sys-

tematic sampling scheme if:

Varð�yndsyÞ < Varð�ymsyÞ: ð31Þ
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Using (21) and (26) in (31) and simplification yields:

ðk � nþ 1Þ½ðn � 1Þðk � nþ 2Þ þ 2� < ðn � 1Þðk � 1Þðkþ 1Þ: ð32Þ

The proposed sampling design is more precise than diagonal systematic sampling design if:

Varð�yndsyÞ < Varð�ydsyÞ: ð33Þ

Using (20) and (26) in (33) and after simplification, condition (33) reduces to:

ðn � 1Þðk � nþ 1Þ½ðn � 1Þðk � nþ 2Þ þ 2� þ ðk � 1Þðkþ 1Þ < nðk � nÞ½nðk � nÞ þ 2�: ð34Þ

Eq (34) usually holds if k is more than twice the value of n. Table 3 shows the improvement

in efficiency for different choices of k and n.

5. A numerical illustration using milk yield data

The milk yield data of S-19 brand of Sahiwal cows for 252 days from the date of calving was

obtained from Pandey and Kumar [28]. From the daily observed milk yield of cows (in liters)

as given in Pandey and Kumar [28], one can observe that with the passage of time, the milk

yield decreases, leading to a linear trend in the data set.

The variances of different sampling schemes on the basis of milk yield data are given in

Table 2. It clear that the proposed modified diagonal sampling scheme is more efficient than

some of the available sampling designs including both the diagonal systematic sampling and

Subramani’s [8] sampling scheme. It is worth noting that since the population size is N = 252

units and systematic sampling requires that N = nk, therefore, in order to make efficiency com-

parison possible, a few units were deleted from the population for some choices of n and k so

that the value of N reconciles with n and k. For example, for n = 10 and k = 25, the last two

units were deleted thus reducing the population size N = 250. In this case, N = 250 was used

for the calculation of variance for each sampling scheme in order to make the comparison

under identical conditions.

Table 2. Variances of different sampling schemes for milk yield data.

n k Varð�yrÞ Varð�ysyÞ Varð�ydsyÞ Varð�ymsyÞ Varð�yndsyÞ

83 3 1.7329 0.9154 2.0410 1.4508 0.8653

63 4 1.5051 0.7900 1.1436 1.0135 0.5180

49 5 1.0628 0.3826 0.7286 0.5673 0.3496

42 6 0.9291 0.2904 0.5042 0.4358 0.2604

35 7 0.7690 0.2781 0.3686 0.3025 0.2267

31 8 0.7157 0.2496 0.2812 0.2316 0.1807

28 9 0.6143 0.1301 0.2214 0.1814 0.1268

25 10 0.5243 0.1151 0.1785 0.1467 0.1097

22 11 0.5034 0.1093 0.1535 0.1249 0.0988

21 12 0.4632 0.1071 0.1230 0.1161 0.0923

19 13 0.4153 0.1060 0.1042 0.0983 0.0891

18 14 0.3613 0.0990 0.0896 0.0871 0.0856

16 15 0.3650 0.0930 0.0775 0.0716 0.0633

https://doi.org/10.1371/journal.pone.0265179.t002
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6. Conclusion

The variances of the mean based on simple random sampling, linear systematic sampling,

diagonal systematic sampling, Subramani’s [8] modified systematic sampling, Subramani’s

[13] optimal circular systematic sampling, and the proposed modified diagonal systematic

sampling method for various choices of n and k have been presented in Table 3. The values of

n and k have been chosen in such a way that N = nk and k� n − 1. Since the constant b2 is a

multiple in the variance of every sampling scheme, so b = 1 has been used to make comparison

simpler. Efficiency comparison has been made for small sample sizes as well as for large sample

sizes. It is worth mentioning that since Subramani’s [13] optimal circular systematic sampling

requires that N = nk ± 1, so in order to make efficiency comparison possible with Subramani’s

[13] procedure, the value of N = nk + 1 is used in the calculation of the variance in Table 3. For

N = nk − 1, the computations of variance of Subramani’s [13] sampling scheme will be almost

the same as those for N = nk + 1, so the values of the variance of Subramani’s [13] sampling

scheme are presented only for N = nk + 1. It is clear that the suggested modified diagonal sys-

tematic sampling scheme is better than the other existing sampling schemes in terms of effi-

ciency. This high gain in efficiency makes the proposed modified diagonal systematic

sampling schemes more preferable than the existing sampling schemes in situations where the

population units follow a linear trend.
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