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Abstract--- The present paper deals with a modification on 
the selection of linear systematic sample of odd size. 
Consequently the proposed method is called modified linear 
systematic sampling. The performances of the modified linear 
systematic sampling are assessed with that of simple random 
sampling and linear systematic sampling for certain 
hypothetical populations. As a result, it is observed that the 
modified systematic sample mean performs better than the 
simple random sample mean and the usual systematic sample 
mean for estimating the population mean in the presence of 
linear trend among the population values.  

Keywords--- Linear Trend, Modified Systematic Sampling, 
Simple Random Sampling 

I. INTRODUCTION 
ONSIDER a finite population }  U..., , U,{UU N21=  of N  
distinct and identifiable units. LetY  be a real variable 

with value iY  measured on  N..., 3, 2, 1,  i ,Ui = giving a vector
 ).Y ,..., Y ,(Y  Y N21= The problem is to estimate the population 

mean ∑
=

=
N

i
iY

N
Y

1

1 on the basis of a random sample selected 

from the populationU . Any ordered sequence 
}U..., , U, {U }u ..., ,u ,{u  S ini2i1n21 == , Nil ≤≤1  and nl ≤≤1

is called a random sample of size n. Here we restrict ourselves 
for the sampling schemes without replacement for further 
discussion. Simple random sampling is one of the simplest 
random sampling schemes and also widely used by applied 
workers in different walks of life. In the past, several other 
sampling schemes were suggested for selecting a random 
sample of size n from a finite population of size N including 
Linear Systematic Sampling by Yates [18], Centered 
Systematic Sampling by Madaow [5], Balanced Systematic 
Sampling by Sethi [9] Diagonal Systematic Sampling 
Schemes by Subramani [12, 13, 14], Star Type Systematic 
Sampling by Subramani [15] and Determinant Sampling by 
Subramani and Tracy [11]. However, if there exist a linear 
trend among the population values, then the   systematic   
sampling is recommended for selecting a random sample of 
size n , which gives a better estimator compared to simple 
random sampling.  

Consequently several modifications have been made on the 
systematic sampling to achieve further improvements. For 
example, Madow [5], Sethi [9], Singh, Jindal and Garg [10], 
etc.  have suggested some modifications on the selection of a 
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systematic sample which includes centered systematic 
sampling, balanced systematic sampling. Yates [18] has made 
certain corrections in the estimator itself, commonly known as 
Yates end corrections. For a detailed discussion on these 
modifications and their related problems one may refer to 
Bellhouse and  Rao [1], Cochran [2],  Fountain and Pathak [3], 
Gupta and Kabe [4], Murthy [7],  Sarjinder [8] and the 
references cited there in. In the case of linear systematic 
sampling (LSS), it is assumed that the population size N is a 
multiple of sample size n  and there is no restriction on the 
sample size n . Recently Subramani [16] has introduced a 
modification on the selection of a systematic random sample 
of even size in the linear systematic sampling, called as 
modified linear systematic sampling (MLSS) scheme. He has 
also derived the explicit expressions for the MLSS sample 
means and the variance for certain hypothetical populations 
with a perfect linear trend among the population values and 
are compared with that of simple random sampling and linear 
systematic sampling schemes. Further it has been shown that 
the MLSS performs better than the simple random and the 
linear systematic sampling for estimating the finite population 
means in the presence of linear trend when the sample size is 
an even number. This has motivated the present study. In this 
study, a modification on the selection of systematic sample of 
odd size is made and the explicit expressions are derived for 
the modified linear systematic sample means together with the 
variance. Further it is shown that the proposed MLSS 
performs better than the usual systematic sampling and the 
simple random sampling for the populations with a perfect 
linear trend. 

II. PROPOSED MODIFIED SYSTEMATIC SAMPLING 
SCHEME 

The proposed modified systematic sampling scheme is 
explained here, firstly with the help of examples and later the 
generalized case. For the sake of simplicity and for the benefit 
of the readers, selecting a modified linear systematic sample 
of size n  from a population of size )12( +== mkknN  and 
are explained with the help of following examples for the 
values of 4,3,3 andkkN == .  

Example 1: Let 33 == kandkN .  
Step 1: Arrange the 9 population units as given below: 

i  j  
1 2 3 1 2 3 
1 2 3    
4 5 6 7 8 9 
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Step 2: Select two random numbers 31 ≤≤ i  and 31 ≤≤ j ; 
include all the elements in the columns corresponding to

jandi . The selected samples are given below: 
Sample No. i  j  Sampled 

units 
1 1 1 1, 4, 7 
2 1 2 1, 4, 8 
3 1 3 1, 4, 9 
4 2 1 2, 5, 7 
5 2 2 2, 5, 8 
6 2 3 2, 5, 9 
7 3 1 3, 6, 7 
8 3 2 3, 6, 8 
9 3 3 3, 6, 9 

 
Example 2: Let 43 == kandkN .  

Step 1: Arrange the 12 population units as given below: 

i  j  

1 2 3 4 1 2 3 4 

1 2 3 4     

5 6 7 8 9 10 11 12 

Step 2: Select two random numbers 41 ≤≤ i  and
41 ≤≤ j ; include all the elements in the columns 

corresponding to jandi . The selected samples are given 
below: 

Sample No. i  j  Sampled 
units 

1 1 1 1, 5, 9 
2 1 2 1, 5, 10 
3 1 3 1, 5, 11 
4 1 4 1, 5, 12 
5 2 1 2, 6, 9 
6 2 2 2, 6, 10 
7 2 3 2, 6, 11 
8 2 4 2, 6, 12 
9 3 1 3, 7, 9 
10 3 2 3, 7, 10 
11 3 3 3, 7, 11 
12 3 4 3, 7, 12 
13 4 1 4, 8, 9 
14 4 2 4, 8, 10 
15 4 3 4, 8, 11 
16 4 4 4, 8, 12 

The steps involved in selecting a modified linear 
systematic sample of odd size 12 += mn  from a population 
of size =+== kmnkN )12( ,  k  is any positive integer are 
as follows: 

1. Firstly arrange the kmN )12( += population units 
(labels) into a km 22 × matrix (see equation (6)).  

2. The first k columns are assumed as Set 1 and the 
next k columns are assumed as Set 2. 

3. For the two random numbers i  and j  in between 1 

and k , select all the m2  units in the thi column of 
Set 1 and the single unit in the thj column of Set 2, 
which together gives the sample of size 12 += mn  

4. The step 3 leads to 2k  samples of size n . 
Since the modified linear systematic sampling scheme has 2k  
samples of size n  and each unit is included in k samples, the 
first order and second order inclusion probabilities are 
obtained as given below: 

N1,2,3...,ifor,1
==

kiπ                  (1)

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

otherwise0

2Setfromjand1Setfromiif1

1set  ofcolumn sametheinarejandiif1

2k

k

ijπ  (2) 

The first order inclusion probabilities are the same for both 
the systematic sampling and the modified systematic sampling 
schemes. However on the second order inclusion probabilities, 
the two units in the same column will get the same probability 

k
1 and  0  for the two units from different columns in the case 

of systematic sampling where as the two units in the same 

column of the first set will get
k
1

; two units from different sets 

will get 2
1
k

 and all other pairs will get 0 in the case of 

modified systematic sampling.  However the differences 
between the systematic sampling and the modified linear 
systematic sampling schemes are as follows:  

• In systematic sampling each population unit appears in 
one sample only whereas in modified systematic sampling 
each of the population units appears in k samples. 

• The number of samples selected in systematic sampling is 
k  samples where as in modified systematic sampling it is 

2k samples. 
• The number of pairs of units appeared together in 

systematic sampling is 2/)1( −nkn and all are distinct 

pairs where as it is ( ) 2/12 −nnk out of which 
( ) 2/22)1( −+− nknk pairs are distinct in the case of 

modified systematic sampling. 
In general, for the given population size

)12( +== mkknN , the selected modified systematic 
samples (labels of the population units) for the random starts 
i  and j  are given below: 

( ) 1)k -(nj 2)k,-(ni ..., k,3i k,i i,Sij ++++= k 1,2,3,...,ji, =  
The modified linear systematic sample based on the 

random starts i  and j  and the variance are obtained 
respectively as 
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k 1,2,3,...,ji, =  (3)  

and 

( )∑ ∑
= =

−=
k

i

k

j
Y

k 1 1

2
ij2mlss y1)yV(       (4)  

III. RELATIVE PERFORMANCE OF MODIFIED LINEAR 
SYSTEMATIC SAMPLING IN THE PRESENCE OF 

PERFECT LINEAR TREND 
It is well known that the linear systematic sampling (LSS) 

is preferred over the simple random sampling if the population 
consists solely of a linear trend among the population values. 
For a detailed discussion on estimation of finite population 
means, one may refer to Cochran [2], Fountain and Pathak [3], 
Sukhatme et.al. [17] and the references cited therein. In this 
section, the relative efficiencies of the modified systematic 
sampling with that of simple random sampling and systematic 
sampling for estimating the mean of finite populations with 
linear trend among the population values are assessed for 
certain hypothetical populations.  

A. Population with a Linear Trend 
In this hypothetical population, the values of 

)12( +== mkknN population units are in arithmetic 
progression. That is, 

Niiba ,...,3,2,1,Yi =+=                     (5) 
The method of obtaining the modified systematic sample 

means for the above hypothetical population with the random 
starts i  and j  are as given below:  

Step1: Arrange the )12( +== mkknN population units 
in a knkm 2)1(22 ×−=×  matrix array as given below: 

nkjknknknkniknknkn

kikkk
ki

kjkkkki

...)1(...2)1(1)1()1(...)2(,,,2)2(1)2(
......

2......21
......21

22121

+−+−+−−+−+−+−

+++

+++

 

    (6) 
Step 2: As stated earlier, the first k columns are assumed 

as Set 1 and the next k columns are assumed as Set 2. 

Step 3: For the two random numbers i  and j  in between 

1 and k , then select all the 12 −= nm  units in the thi column 
of Set 1 and the single unit in the thj column of Set 2, which 
give the sample totals of size n  together with the modified 
systematic sample mean as given below. 
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k 1,2,3,...,ji, =            (7) 

For the above population with a linear trend, the variances 
of the simple random sample mean )( ryV , systematic sample 
mean )( syyV and modified linear systematic sample mean 

)( mlssyV  are obtained in terms of k as given below: 

12
)1)(1()(

2bNkyV r
+−

=    (8) 

12
)1)(1()(

2bkkyV sy
+−

=    (9) 

12
)1)(1(1)1()(

2

2

2 bkk
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nyV mlss
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⎟
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⎠

⎞

⎜
⎜

⎝
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By comparing the variance expressions given above one 
can easily show that for every odd n  

)()()( rsymlss yVyVyV ≤≤    (11) 

IV. A MODIFICATION ON MODIFIED LINEAR SYSTEMATIC 
SAMPLING 

It has been shown that in Section 3.1, the modified linear 
systematic sampling performs better than the other sampling 
schemes including the systematic sampling and simple random 
sampling. However, the proposed sampling scheme is not 
completely trend free sampling (Mukerjee and Sengupta [6]). 
Further improvement can be achieved by modifying the 
modified linear systematic sample means, as done in the case 
of linear systematic sample mean by introducing Yates [18] 
type end corrections. 

A. Yates Type End Corrections 
The modification involves the usual modified linear 

systematic sampling, but the modified sample mean is defined 
as 

Yyyyy nmlssmlss =−+= )( 1
* α    (12) 

That is, the units selected first and last are given the 
weights α+n

1 and α−n
1 respectively, where as the 

remaining units will get the equal weight of n
1 , so as to make 

the proposed estimator is equal to the population mean. That 
is, the value of α is obtained as 

)( 1 n

mlss
yy

yY
−

−
=α     (13) 

For the hypothetical population defined in Section 3.1, after a 
little algebra we have obtained the value of α for the two 
random starts  i  and j  given below: 

)])1[(2
)1(2)1(2

ijknn
knjin

−+−
+−+−

=α    (14) 

Remark 4.1: In the presence of a perfect linear trend, the 

revised modified linear systematic sample estimator Yy
mlss

=*
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and hence the variance 0)( * =
mlss

yV . That is, it becomes a trend 
free sampling (Mukerjee and Sengupta [3]). 

V. CONCLUSION 
In this paper a new systematic type sampling scheme 

namely, modified linear systematic sampling (MLSS) scheme 
is introduced for the odd sample size. That is, the proposed 
sampling scheme can be used as an alternate to linear 
systematic sampling, when )12( +== mkknN . The 
explicit expression for the sample means and the variance of 
the MLSS are derived for certain hypothetical populations 
with a perfect linear trend among the population values.  The 
performances of the proposed sampling scheme are assessed 
with that of the simple random sampling and linear systematic 
sampling for the above said hypothetical population. It is 
shown that the modified linear systematic sampling performs 
well compared to other sampling schemes considered here. In 
fact )()()( rsymlss yVyVyV ≤≤ is true for every odd integer n .  
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APPENDIX 

Derivation of Variance of Modified Linear Systematic Sample 
Mean In The Presence of Linear Trend 

Let )12( +== mkknN  be the population size, where k
any positive integer. The population units are U1, U2, ..., UN.  
In this hypothetical (labeled) population, the values of N  
population units are in arithmetic progression. That is, 

Niiba ...,,3,2,1,Yi =+=  
 Derivation of Variance Of Modified Linear Systematic 
Sample Mean 

For the above population with a linear trend, the modified 
linear systematic sample mean with the random starts i  and 

j and the population mean are obtained as given below: 
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After a little algebra, the above equation can be written as 
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