
Chapter 3: Stratified Sampling
Partition of population U into H strata: h = 1, ..., H (Sec. 3.2)

U = U1 ∪ U2 ∪ · · · ∪ UH
N = N1 + N2 + · · · + NH

according to stratification (or stratifying) variables.

Treat each stratum as a population of its own (Table 3.1)

- Separate sampling: s = ∪Hh=1sh and n = ∪Hh=1nh

- Separate estimation: e.g. ȳh and SE(ȳh) for h = 1, ..., H

- Combine results: e.g. ˆ̄yU =
∑

h
Nh
N ȳh, V (ˆ̄yU) =

∑
h

(Nh
N

)2
V (ȳh)

Notation: add h to everything
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Stratified simple random sampling (StrSRS)

Within-stratum estimates (p. 78):

mean: ȳh = 1
nh

∑
i∈sh yi

total: t̂h = Nhȳh

variance: s2
h = 1

nh−1

∑
i∈sh(yhi − ȳh)2

Estimates for whole population (pp. 78-79):

mean: ȳstr =
∑H
h=1Whȳh where Wh =

Nh
N

sampling variance: V̂ (ȳstr) =
∑H
h=1W

2
h(1− nh

Nh
)
s2
h
nh

total: t̂str =
∑H
h=1 t̂h =

∑H
h=1Nhȳh

sampling variance: V̂ (t̂str) = N2V̂ (ȳstr)

All point and variance estimators are unbiased
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Reasons for stratification (Sec. 3.1)

1. To spread the sample across the population, to ensure coverage of

specific sub-populations; to avoid badly unbalanced samples

2. Strata form domains of study for which separate estimates of

given precision for dissemination are required

3.1. Different sampling frames available for different sub-populations,

e.g. the United Kingdom

3.2. Different data collection methods suitable for different units, e.g.

web, telephone, person interview, etc.

4. To reduce sampling variance: variance within vs. between-strata,

possibly varying stratum sampling fraction, e.g.

(N, n) = (6, 2) : {y1, y2, y3, y4, y5, y6} = {2, 1, 1, 2, 2, 2}
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Variance decomposition (Table 3.3)

Stratum population mean ȳhU and variance

S2
h =

1

Nh − 1

∑
i∈Uh

(yhi − ȳhU)2

Decomposition: total = within-strata + between-strata

total (N − 1)S2 =

H∑
h=1

Nh∑
i=1

(yhi − ȳU)2

within-strata =

H∑
h=1

Nh∑
i=1

(yhi − ȳhU)2 =

H∑
h=1

(Nh − 1)S2
h

between-strata =

H∑
h=1

Nh(ȳhU − ȳU)2

Aim: more alike within stratum and more different between strata
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Sample allocation given strata (Sec. 3.4)

Proportional allocation: nh/Nh = n/N ⇔ nh/n = Nh/N

Stratum sample size proportional stratum population size

ȳstr =

H∑
h=1

Whȳh =

H∑
h=1

nh
n
ȳh = ȳ

i.e. self-weighting (p. 40), stratified sample mean = sample mean

Compared to ȳ under SRS: S2 replaced by
∑H

h=1WhS
2
h

By variance decomposition:

H∑
h=1

WhS
2
h ≈

H∑
h=1

Nh − 1

N − 1
S2
h < S2

unless ȳhU ≡ ȳU , where Nh−1
N−1 ≈

Nh
N = Wh for large Nh

StrSRS with proportional allocation more efficient than SRS
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Neyman (optimal) allocation (p. 89)

Stratum sample size and corresponding variance:

nh = n · NhSh∑H
g=1NgSg

Vopt(ȳstr) =
1

n
(

H∑
h=1

WhSh)
2 − 1

N

H∑
h=1

WhS
2
h

When S2
h is the same in every stratum, we obtain

nh = n · Nh

N
(proportional allocation)

Thus, for fixed n, we have

Vopt(ȳstr) ≤ Vprop(ȳstr) ≤ Vsrs(ȳ)

Given cost C = c0 +
∑H

h=1 nhch (pp. 88-89), minimum V (ȳstr) by

nh = n ·
WhSh/

√
ch∑H

g=1WgSg/
√
cg
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Practical issues (see also Sec. 3.5)

True S2
h unknown in advance:

• stratum variance of proxy values, e.g. previous y

• take a small pilot sample

• categoric y: proportional allocation nearly optimal
e.g. yi = 0, 1: S2

h = ȳhU(1− ȳhU) = 0.25 if ȳhU = 0.5, or 0.21 if ȳhU = 0.3

Multiple study variables: compromise necessary

• ‘average’ the different optimal allocations, or optimise for a vari-
able as weighted average of all variables

• settle for the key variable: minimax strategy

• proportional allocation as a compromise in household surveys

nh > Nh: set nh = Nh, so-called certainty stratum (or take-all, self-

representing stratum), allocate n−Nh to the rest strata

NB. dual problem: strata formation & sample allocation
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Post-stratification (Sec. 4.4)

Stratifying variables may not be known throughout the population,

or available at the time of sampling. Suppose

• stratifying variables are collected in the sample (e.g. hsh size)

• stratum population sizes available for estimation

Post-stratification: Form the strata in the sample, and estimate as

if these were design strata to start with

Post-stratification involves reweighting, e.g. under SRS

• sampling weight wi ≡ N/n, yielding ȳ and Nȳ

• post-stratified weight whi = Nh/nh, for realised nh, yielding

ȳpst =

H∑
h=1

Whȳh and t̂pst =
∑
h

Nhȳh
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Post-stratification (Sec. 4.4)

Under SRS, conditional on realised ~n = {n1, ..., nH},

V (ȳpst|~n) =

H∑
h=1

W 2
h

(
1− nh

Nh

)S2
h

nh
[= V (ȳst)]

i.e. variance under stratified sampling with nh as stratum sample size

NB. ~n fixed under StrSRS, not otherwise. Unconditionally,

V (ȳpst) = E[V (ȳpst|~n)] =

H∑
h=1

W 2
h

[
E
( 1

nh

)
− 1

Nh

]
S2
h

≈ 1

n
(1− n

N
)

H∑
h=1

WhS
2
h +

1

n2

∑
h

(1−Wh)S
2
h

i.e. StrSRS with proportional allocation + a lower-order term

NB. Strategy (SRS, ȳpst) nearly as efficient as (StrSRSprop, ȳstr)

Variance estimation: replace S2
h by post-stratum sample variance s2h
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Prediction by one-way ANOVA model (Sec. 3.6)

One-way analysis-of-variance (ANOVA) model

Yhi = µh + εhi and εhi
ind∼ (0, σ2h)

i.e. group homogeneity model, independent εhi’s [within and between]

ȳh is BLUP of ȳhU , with MSEP(ȳh|s) =
(
1− nh

Nh

)σ2h
nh

in stratum h

MSEP(ȳpst) =

H∑
h=1

W 2
h ·MSEP(ȳh)

NB. ȳpst − ȳU =

H∑
h=1

Wh(ȳh − ȳhU)

NB. EM

( H∑
h=1

∑
g 6=h

WhWg(Ȳh − ȲhU)(Ȳg − ȲgU)
)

= 0
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Quota sampling (Sec. 3.7)

Each quota of sub-population (nh) as allocated stratum sample size

Difference to StrSRS: unknown within-stratum incl. prob. πhi

Necessary with model-based approach

NB. similarly for non-probability sample without quotas

Super-population approach, e.g. 1-way ANOVA model

EM(Yhi) = µh ⇒ EM(Ȳh − ȲhU) = 0

Quasi-randomisation approach — model of Zhi’s instead, e.g.

EM(Zhi|~y) = πh given ~y = {yhi : h = 1, ..., H ; i = 1, ..., Nh}
⇒ πh = nh/Nh under quota sampling

EM(ȳh|~y) = EM(

∑
i∈Uh Zhiyhi

nh
|~y) =

πhNhȳhU
nh

= ȳhU
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