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Abstract

The temporal dimension is often neglected in sudesigns since, in general, samples
are drawn independently across statistical unitseemoss time. When the information on
the target variable Y is collected during a timemaal, then it is possible to study the
temporal pattern of the variable itself in ordemprove the sampling design. Ideally,
not only the dispersion across population unitaken into account, but also the
variability through time and the ability of foretiag future values of the target variable
conditional to the values observed in the past. &tays, NSIs make more extensive use
of administrative data, like the VAT registry, whicontain also records concerning the
past. This historical dimension allows to accdenthe variability through time of some
auxiliary information as proxies for the targetiahte one.
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1. Introduction

The time dimension is generally not accounted tiazlassical sampling theory, since the
working hypothesis is independent samples acroiss and time.

However, there are surveys for which target vaesbdre characterized by a
strong time dependence. The typical examples arsthiyosurveys for short terms
statistics (STS), generally prices, which use aparof firms interviewed on a regular
basis throughout the year. This scheme corresponaganel of statistical units which is
fixed during a time interval, generally a year, anight vary in the next time-frame for a
few firms which are dropped and replaced, whil& thajority of the sample (usually
consisting in large firms) does not change.

In the common practice of NSls, the sampling schesnm®t reviewed so often (at
least not on a monthly basis) also for a mattezabference and comparability of survey
variables. Therefore, it is often possible to cangtseries of observations of a target
variable Y for each of the n sampling units i=1,.innhe time periods t=1,..., T.

In the classical approach to optimal sampling @ Keyman sense, the sample is
allocated proportionally to the cross-sectionalpdrsion of the target variable, which
means that the higher the standard deviation ofdéinable, the larger the sample size is.
When the stratification is based on variables saglthe economic size of firms, this
implies that large firms are constantly surveyed nabnths through the years, with
consequent heavy response burdens.



When the information on the target variable Y iflemted during a time interval,
then it is possible to study the temporal pattdrthe variable itself in order to improve
the sampling design. Ideally, not only the dispErsacross population units is taken into
account, but also the variability through time dhe ability of forecasting future values
of the target variable conditional to the valuesastied in the past. Intuitively, the higher
the variance in time of the target variable is,gheater the sample size needed for a fixed
precision level of estimates. On the other hand, higher the correlation (positive or
negative) of present values with past values o$,Ythe higher the ability to forecast the
future and the smaller the sample size needed givem precision of estimates. In
particular, when dealing with stratified designsdxh on prices, price variati@across
units alone might not be able to capture the properamag structure of the target
variable, which is known to be autocorrelated, #retefore better describedtross the
time dimension. This approach to stratification and to samplecation clearly has the
advantage to reduce sample sizes since firms Withsi zero price variations in time are
less likely to be regularly surveyed.

The framework we consider in what follows is theastied sample where we
focus on a generagkemporal stratification algorithm with optimal strata bounds and
sample sizes determination a la Hidiroglou-Lavald@een discrepancies between the
target and the auxiliary information are capturgdabregression model with first order
autocorrelated errors.

2. Sampling design in time

In what follows the working hypothesis is a depaemepattern through time of
the population Y, which is related to some auxyliamformation X through a linear
regression equation

yi = Bx;+ g

where i=1,...,N is the population unit index. Theoes; is assumed to be a white noise
with constant variance?.

In what follows we assume that the statistical si@te not cross-correlated, i.e. are
independent, but have a specific autocorrelationctire p which varies across units
i=1,...,N.

In other words, the error is autocorrelated of odje.e.

& = PE—1 T+ Nt
With where|p| <1, andn, i.i.d. white noise. Then, the variance of the psxis given
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by ¥(0) = -2 and autocovariancegk) = p¥y(0), k=1,...

1-p2
This implies thay, follows an AR(1) since

Ve = pYe-1= B (Xt — pxe_q) + & — pe_q.

Therefore



Ve =pYe—1t+ B (x¢ — pxe_q) +1¢

If X does not vary in time, then the regressionfficent of the auxiliary variable
becomes’ (1 — p). However, we assume that the auxiliary variablehch is used to
stratify the population, has the same autocoraiadiructure as the target variable.
Indeed, if X is a good proxy for the target var@ahl, the autocorrelation structure should
be the same, therefopecould be estimated using the auxiliary informaton

Then the strategy should follows the generalized aigorithm, but with the
appropriate changes in the estimates of the ragressodel. The logic is: stratify
considering homogenous strata in terms of variaf@®ss-section) and similar
autocorrelation, with the attention that higheroaotrelation should lead to survey less,
because of persistency. On the opposite, when shitsv a low persistence, then the
variability is more due to the random error andé¢fare need to be sampled more often.

When the linear model is assumed in a stratifiedghewith Neyman allocation, it
is shown that

(k=1 Whsn)

Y 1NYE W, s?
(1 — pZ) h=1"Yh°h

the optimal sample size for the estimator of th&ltess proportional to the stratum
variances; and to the persistengeof the AR process. Ifp is close to 1, which means
long memory, then the sample size should decreasaue the dispersion in the stratum
does not vary much from the previous period. Onojgosite, folp is close to 0 there is
not persistence and the sample size boils dowhealassical form, as Hidiroglou and
Lavallée (1988) shows.

As business surveys deal with skewed populatiotiatash=1,...,H are built
grouping according to the strength of autocorretathrough time, leading to 3 strata: a
take-all grouping the units with low autocorrelatitp| = O, variability mainly due to the
white noise), a take-0 grouping the units strompgysistent (high autocorrelatigs ¢ 1),
and those with a medium autocorrelation level whadhplaced in the take-some stratum.
When stratification is performed on skewed popaladj the loglinear regression model
results a more suitable formulation of the relagiop between the target and the
auxiliary information, as pointed out by Rivest Q20. The nonlinearities implied by the
model require more efforts on the computation efdalgorithm which is part of the
agenda for further research studies.

n=nW, +

3. Conclusions

The focus of this research is to propose a stratibn algorithm for surveys repeated in
time where the target variable shows correlatiotini@ stronger than across individuals.
The resulting procedure suggests larger samples wine variability across units is
predominant on the autocorrelation, whereas wherpthcess is characterized by strong
persistence in time, then it is not necessary topséa the same units and therefore the



procedure suggests smaller samples. This intuitegult is shown using a linear
regression model, but some extensions to other inade possible.
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