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Abstract
While big data offer exciting opportunities to address questions about social behavior, studies must
not abandon traditionally important considerations of social science research such as data repre-
sentativeness and sampling biases. Many big data studies rely on traces of people’s behavior on social
media platforms such as opinions expressed through Twitter posts. How representative are such
data? Whose voices are most likely to show up on such sites? Analyzing survey data about a national
sample of American adults’ social network site usage, this article examines what user characteristics
are associated with the adoption of such sites. Findings suggest that several sociodemographic
factors relate to who adopts such sites. Those of higher socioeconomic status are more likely to be
on several platforms suggesting that big data derived from social media tend to oversample the views
of more privileged people. Additionally, Internet skills are related to using such sites, again showing
that opinions visible on these sites do not represent all types of people equally. The article cautions
against relying on content from such sites as the sole basis of data to avoid disproportionately
ignoring the perspectives of the less privileged. Whether business interests or policy considerations,
it is important that decisions that concern the whole population are not based on the results of
analyses that favor the opinions of those who are already better off.
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Much enthusiasm has accompanied the massive amounts of data readily available about people’s

opinions and behavior, that is, “big data,” with some going so far as to claim “the end of theory”

(Anderson, 2008), although most focusing on the opportunities without rejecting the scientific

enterprise (Bail, 2014; Goldberg, 2015). The many promising avenues for new studies of the social

world not notwithstanding, the enthusiasm has been accompanied by literature raising critical

questions about big data ranging from ethical to privacy considerations and beyond (e.g., Baym,

2013; boyd & Crawford, 2012; Gitelman, 2013; Lazer et al., 2009; Neff, 2013). One limitation of

much such work is that most of it is based on hypothetical cases rather than being grounded in

empirical research (Hidalgo, 2014, elaborates on this point). This article empirically tackles a
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significant question concerning the ethics of big data: Who is most likely to be excluded from data

sets often used as the basis of big data studies? In other words, whose voices, opinions, and

behavior are the least likely to be reflected in certain types of big data that often make up the basis

of big data studies?

Many big data studies rely on content collected from social network sites such as Facebook and

Twitter even when the questions they are asking are not about the use of such sites (e.g., Asur &

Huberman, 2010; Bakshy, Messing, & Adamic, 2015; O’Connor, Balasubramanyan, Routledge, &

Smith, 2010; Schwartz et al., 2013). While some research has questioned the viability of such

approaches and has pointed out their shortcomings (Gayo-Avello, 2013; Hargittai, 2015), generally

speaking, little critique focuses on the core question of sampling bias. When studies ask questions

about the larger population rather than focusing on platform-based behavior, knowing whether site

users are representative of the population is important. Relying on social media data to generalize

opinions and behaviors to the larger population assumes that people select into the use of such sites

randomly. Yet scholarship has shown this not to be the case both generally for social network sites

(Haight, Quan-Haase, & Corbett, 2014) and regarding specific ones (Blank, 2016; boyd, 2011;

Hargittai, 2007, 2015; Hargittai & Litt, 2012). Missing from prior work is analysis on national data

that include not just multiple platforms but also measures of Internet skills, a variable that digital

inequality research has identified as crucial in how people are incorporating the Internet into their

lives (Litt, 2013). It is this gap in the literature that this article fills.

What Do We Know About Who Uses Social Network Sites?

There have been a few attempts to establish the representativeness of specific social network site

users, although the studies are often not framed as addressing that question. The earliest such work

was by boyd (2007) and Hargittai (2007) looking at the differences in which youth adopted MySpace

versus Facebook. These researchers found racial, ethnic, and socioeconomic differences in adoption,

boyd through qualitative methods, Hargittai through survey data analysis. Their subsequent work

confirmed those initial findings (boyd, 2011; Hargittai, 2011) showing that these differences per-

sisted over time. Once Twitter started diffusing to the population, analyzing panel data of a group of

diverse young adults, Hargittai and Litt (2011) showed that its adoption varied by race and ethnicity

as well as Internet skills.

In the early years of social media, few studies were able to report on such findings as most data

collected about social media users either did not specify platforms (e.g., the Pew Research Center

did not start disaggregating by site until 2012), focused on certain undergraduate student populations

where most were users of the platform making comparison with nonusers difficult (Ellison, Stein-

field, & Lampe, 2007), or only collected data about users of a particular platform without data about

nonusers (Ahn, 2013). With the rise of different social network sites and work showing that they

function quite differently (Papacharissi, 2009; van Dijck, 2013), fortunately more and more data-

collection efforts started disaggregating between social network sites rather than assuming that they

were interchangeable. With such data, it was then possible to conduct more analyses of how different

population groups were represented on each platform. For example, drawing on U.S. national data

from the Pew Research Center, Hargittai (2015) showed that those with more education and higher

income were more likely to be on Facebook, LinkedIn as well as Twitter than the less privileged.

Analyzing panel data about a group of young adults, she also found that higher Internet skills from 3

years prior were related to Twitter, LinkedIn, and Tumblr use. She was not able to consider the role

of Internet skills for social media adoption in a national sample, however, lacking an appropriate

data set.

In a welcome extension of previous studies that had all focused on U.S. users, Blank and Lutz

(2017) examined social media use by user background in the UK also finding unequal adoption.
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Although there were no differences by educational level, higher income was associated with a higher

likelihood of using LinkedIn and Twitter. Because that paper does not report on results from models

without the Internet experience variables included, it is hard to know what the sociodemographic

relationships are like without taking those variables into consideration. That study included both

self-efficacy and skill measures finding that one or the other mattered for all sites’ adoption.

Koiranen and Räsänen (2017) examined social media platform adoption among Finnish Internet

users and also found socioeconomic differences. These findings from the UK and Finland suggest

that variation in adoption by user characteristics is not restricted to the U.S. raising concerns about

big data derived from social media in varying national contexts.

Other types of research have also shed light on potential biases that stem from basing data

collection on particular platforms. Stern, Bilgen, McClain, and Hunscher (2017) recruited survey

participants through placing ads on both Facebook and Google. They found that those who sign up

through Facebook are demographically different from those who sign up through a more inclusive

mode (in that study’s case, Google). Those who took the survey through the Facebook recruitment

mode were more likely to be White, higher educated, and with a higher income than those who were

recruited through Google (and also compared to the general population). This approach is a helpful

alternative to surveying people about their social media usage in establishing potential biases

stemming from different platform users and suggests that survey researchers must also be careful

about what platforms they use to recruit respondents even in the case of platforms that are used by a

significant portion of the population.

An additional challenge of studies that rely on big data derived from social network sites is that

often they are not even representative of the particular site’s users and content. For example,

numerous studies based on Twitter data do not include all potentially relevant tweets, rather, they

select on ones that include hashtags, which are a specific feature of the platform. Yet, the few studies

that have reported on what percentage of tweets include hashtags have found this to be a feature of a

minority of posts ranging from 5% to 18% depending on language (14% in English and 11% on

average for all languages examined; Hong, Convertino, & Chi, 2011). Another study found it to be

10% of 74 million tweets, but a much larger percent (21%) of retweets, which is worth mentioning

as that is yet again a type of Twitter post that is disproportionately represented in big data studies

derived from Twitter (Suh, Hong, Pirolli, & Chi, 2010). In all such cases, a considerable portion of

tweets would be ignored were a researcher to use hashtags to sample on tweets. In a more recent

study, Rafail (2017) examined the prevalence of specific hashtags among tweets addressing a

particular topic. Even in such a focused corpus of Twitter data, he found that less than a third of

posts contained a topic-specific hashtag, in many cases considerably fewer. Since hashtag use is

likely a reflection of skilled Twitter use (i.e., knowing what it is and using it is a type of skill),

authors of tweets that include a hashtag may well not be representative of the average Twitter user

adding another layer of potential sampling bias to such data sets.

Another way that researchers may end up with a nonrepresentative sample of social network site

users is to sample on a subgroup of users of the site. Such is the case with studies that have come out

of the myPersonality app connected to Facebook, which advertises itself as an app that reveals

details to users about their personality (Schwartz et al., 2013). It is reasonable to assume that people

who are inclined to download and partake in the services of such an app are not representative on

personality measures of the average Facebook user. Accordingly, it may well be problematic to use it

as a sampling frame for studies that concern personality traits.

While some of the authors of the piece drawing on the myPersonality app have gone on to claim

that the personality measures of those who use their app are not different from other samples (Rife,

Cate, Kosinski, & Stillwell, 2016), their comparison samples have serious limitations making those

claims questionable. They compared the traits of the myPersonality app users with undergraduate

students and data from Web users in 1999 and 2000, that is, from over a decade earlier than when
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they collected their own data. While the authors are right to note that much research in the field of

psychology is based on undergraduate students, it is important to recognize that such a group is quite

WEIRD (i.e., “Western, Educated, Industrialized, Rich, and Democratic” as per Henrich, Heine, &

Norenzayan, 2010) and thus not at all representative of the larger population. Taking Web users from

1999 and 2000 as their baseline comparison is also problematic since those online at that time and

taking surveys through the Web are hardly representative of today’s Web users or the American

population as a whole (Horrigan, 2000; Lenhart, 2000). It turns out that one need not go so far as

comparisons to the general population to detect potential pitfalls of relying on specific sites when

studying personality. A study comparing related measures of people recruited through Facebook and

Twitter found personality differences by site questioning the validity of data based on myPersonality

app users all drawn from Facebook when it comes to generalizations of their findings to the

population (Hughes, Rowe, Batey, & Lee, 2012).

Given that existing work has already established variations by user background in who shows

up on social network sites, what can this piece add to the conversation? First, as various social

media continue to gain popularity, there is value in revisiting the relationships between socio-

demographics and social media use to see whether the relationships persist over time. Also, while

Blank and Lutz (2017) asked about skills, they did so using a suboptimal measure so revisiting the

relationship of Internet skills to social network site adoption is worthwhile. Blank and Lutz (2017)

relied on a question that asked respondents: “How would you rate your ability to use the Internet,”

which is a type of measure of skills that research has shown to be a bias-prone way of asking about

skills (Hargittai & Shafer, 2006) especially when it comes to gender differences in responses. The

present study sidesteps this bias by using a less direct and more detailed skills measure (Hargittai,

2005; Wasserman & Richmond-Abbott, 2005). Additionally, the data set here differs as it includes

information about Americans’ race and ethnicity, variables that prior work has shown to matter in

the U.S. context. Also, none of the cited papers have considered variations in Reddit adoption, a

site that has also served as the basis of both public conversations about social behavior (regarding

political topics and harassment; Massanari, 2017) as well as big data studies (e.g., Mills, 2017).

Data and Method

To examine whether people select into the use of social network sites randomly, I analyze

survey data from a national sample of U.S. adults (18 years old or over) collected in summer

2016. The survey instrument incorporates detailed measures of individuals’ background attri-

butes and Internet experiences and skills, with information about their use of various social

media platforms.

Data Collection

The survey was administered through the independent research organization National Opinions

Research Center (NORC) at the University of Chicago (NORC subsequently) using its AmeriSpeak

panel online. The panel is representative of the U.S. population using “area probability sampling and

includes additional coverage of hard-to-survey population segments such as rural and low-income

households that are underrepresented in surveys relying on address-based sampling” (National

Opinion Research Center, 2017). After pretesting the survey with 23 respondents and updating it

based on the results in early May 2016, the survey ran on May 25 to July 5, 2016. The instrument

included an attention-check question and only responses from participants who passed this question

are included in the data set. In total, valid responses exist for 1,512 American adults 18 and over,

which constitutes a 37.8% survey response rate.
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Measures: Independent Variables

Demographic and socioeconomic factors. Background variables about respondents such as their age,

gender, education, income, and race or ethnicity were supplied by NORC based on their earlier data

collection about the AmeriSpeak panel. Here, I describe what coding I used for these measures. I

report age as a continuous variable. I created three education categories: high school or less, some

college, and college degree or more. Income was reported in 18 categories, which I recoded to their

midpoint values to make it a continuous variable. In the regression analyses, I use the square root of

income as this transformation produces a distribution much closer to normal. Race and ethnicity are

dummy variables for White, Hispanic, African American, Asian American, Native American, and

Other. There is a dummy variable for those employed either full time or part time. There is also a

dummy variable signaling rural residence.

Internet experiences and skills. Following prior literature, I include measures for how long people have

been Internet users, how much autonomy they have in accessing the Internet when and where they

want, how much time they spend online, and their Internet skills. The instrument asked respondents

when they first started using the Internet offering the following answer options with their recoded

values in parentheses: within the past year (1), 1 to 5 years ago (2.5), more than 5, but less than 10

years ago (7.5), and 10 or more years ago (12.5). To measure autonomy of use, the survey asked “At

which of these locations do you have access to the Internet, that is, if you wanted to you could use the

Internet at which of these locations?” followed by nine options including home, workplace, and

friend’s home. The following question assessed frequency of use: “On an average weekday, not

counting time spent on e-mail, chat, and phone calls, about how many hours do you spend visiting

Web sites?”, which was also asked for the “average Saturday or Sunday.” The answer options ranged

from none to 6 hr or more with six options in between. I calculated weekly hours spent on the Web

by multiplying the answer to the first question by five, the second question by two, and summing the

two figures.

For measuring Internet skills, I use a validated, established index (Hargittai & Hsieh, 2012;

Wasserman & Richmond-Abbott, 2005). Respondents were presented with 13 Internet-related terms

(such as tagging, PDF, and spyware) and were asked to rank their level of understanding of these

items on a five-point scale ranging from no understanding to full understanding. I then calculate the

mean for all items as the Internet skills measure (Cronbach’s a ¼ .94).

Measures: Dependent Variables

Early in the survey, we asked respondents: “Have you ever heard of the following sites and

services?” with various social network sites on the list. The majority of respondents reported having

heard of the sites. In this article, I focus on five social network sites that all include considerable text:

Facebook, LinkedIn, Twitter, Tumblr, and Reddit. I exclude social media platforms such as Insta-

gram, Pinterest, and Snapchat despite their popularity as they are mainly image-based and perhaps

for this reason have not tended to be the basis of nearly as many studies as the five platforms listed

above.

The least known site of the ones explored here was Reddit at 54% followed by Tumblr at 71%
then LinkedIn at 86%. Almost everyone had heard of Twitter (99%) and Facebook (a few respon-

dents short of 100%). We then asked the people who had heard of the respective sites:

Have you ever visited the following sites and services? For each site, indicate if no, you have never

visited it; yes, you have visited it in the past, but do not visit it nowadays; yes, you currently visit it

sometimes; yes, you currently visit it often.
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Current use of a social network site is the recode of the answer to this question so that people who

responded “yes, you currently visit it sometimes” or “yes, you currently visit it often” are included in

the user category.

The Sample

Table 1 reports summary statistics for all of the measures. There is close to equal representation

of women (51%) and men. The average age is 48.7 years. The majority are White (71%)

followed by Hispanics (12%), African Americans (11%), Asian Americans (3%), Native

Americans (2%), and people who reported “Other” races (1%). The median income is

US$55,000, the mean income is US$71,478. Just over a quarter of the group (26%) has no

more than a high school education, just under a third (32%) has some college education, and

43% has a college degree or more. Sixty-two percent are employed either full time or part time,

13% live in a rural area. In sum, while a diverse sample, it is more educated and has a higher

income than the average American, as is the case with Internet users generally (Pew Research

Center, 2017).

Regarding online experiences, very few of the respondents are new to the Internet, not

surprisingly given that Internet use statistics have plateaued in the United States in recent years

(Pew Research Center, 2017). The average participant has been using the Internet for over

10 years. The median number of access locations is 5, the mean is 4.8. The median number of

hours participants spend online weekly is 12 hr, the mean is 14.8. The skill measure ranges

from 1 to 5, the median is 3.4 as is the mean (standard deviation: 1.1), showing that respon-

dents vary considerably in their online know-how.

Table 1. Sample Descriptives.

Percent M SD N

Background
Age (18–94) 48.74 16.87 1,512
Income in US$ 1,000 s (2.5–225) 71.48 54.40 1,512
Female 51 1,512
Employed 62 1,512
Rural resident 13 1,512

Education
High school or less 26 1,512
Some college 32 1,512
Bachelor’s or higher 43 1,512

Race and ethnicity
White 71 1,511
Hispanic 12 1,511
Black 11 1,511
Asian 3 1,511
Native American 2 1,511
Other 1 1,511

Internet experiences
Internet autonomy (0–9) 4.80 2.28 1,512
Internet use frequency (0–42) 14.75 10.75 1,491
Years of Internet use (1–12.5) 11.11 2.78 1,512
Internet skills (1–5) 3.37 1.08 1,511
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Analyses

First, I present bivariate statistics to show how background characteristics and online experiences

relate to the use of various social network sites. Then, I show results from logistic regression

analyses to establish what factors explain the use of each individual social network site while

holding all other variables constant. There are no issues of multicollinearity in the data set (the

correlation matrix is available from the author).

Who Uses Various Social Media?

First, I discuss the binary relationship of social network site usage with user characteristics and then

report on the results of logistical regression analyses. Table 2 shows the relationship of all socio-

demographic and Internet experience variables for the five social media platforms. The asterisks

denote significance at the *p < .01, **p < .005, and ***p < .001 levels. A quick look at the table

shows that unlike findings from the past, there is little variation by race and ethnicity in site

adoption. (The table excludes figures for Asian Americans, Native Americans, and those reporting

Other races as these groups make up very small percentages of the data set.) The only finding for

race and ethnicity is the higher likelihood of African Americans on Twitter, something that has been

the case for many years (Hargittai & Litt, 2011).

Table 2. Use of Social Network Sites by User Background (Percentage of Full Sample).

Facebook LinkedIn Twitter Tumblr Reddit

Age (18–34) 90*** 35 39*** 24*** 26***
Age (35–50) 82 39 36*** 10 14
Age (51–62) 79 36 23* 7* 5***
Age (63–94) 67*** 23*** 11*** 3*** 2***
Men 72*** 35 27 13 16***
Women 87*** 32 27 10 8***
White 79 33 26 10 12
Hispanic 84 32 29 14 12
Black 84 35 36* 12 12
High school or less 77 15*** 20*** 8 6***
Some college 83 28* 28 13 15
College or more 79 48*** 31* 12 14
Income LQ 85*** 22*** 24 12 11
Income HQ 78 49*** 32* 10 14
Currently working 82** 41*** 33*** 14*** 15***
Currently not working 76** 21*** 19*** 8*** 8***
Urban or suburban resident 84 36*** 28 12 13**
Rural resident 79 17*** 24 8 6**
Internet experiences and skills

Autonomy of use LQ 73*** 23*** 19*** 6*** 5***
Autonomy of use HQ 89*** 50*** 43*** 21*** 25***
Frequency of use LQ 72*** 25*** 15*** 5*** 5***
Frequency of use HQ 89*** 35 43*** 21*** 21***
Number of use years (LQ) 74* 16*** 19*** 8 5***
Number of use years (HQ) 81* 38*** 30*** 12 14***
Internet skills LQ 69*** 11*** 9*** 3*** 2***
Internet skills HQ 88*** 53*** 46*** 24*** 31***

Note: Asterisks signify statistically significant differences between the subgroups of the category:
*p < .01. **p < .005. ***p < .001. LQ ¼ lowest quartile; HQ ¼ highest quartile.
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Regarding age, those 18–34 (the lowest quartile of the age distribution) are more likely to use

most platforms other than LinkedIn. The middle age ranges do not show significant differences for

Facebook and LinkedIn, but the oldest age category (63–94) is the least likely to be on all such sites.

Gender differences exist on two platforms: Facebook and Reddit. Women are considerably more

likely to be on the former while men are considerably more likely to use the latter. Differences by

level of education are evident for LinkedIn, Twitter, and Reddit, but not for Facebook and Tumblr.

There are also no income differences for either Tumblr or Reddit, but there are for Facebook, where

those making less are more likely to be on the site. The relationship of income to LinkedIn and

Twitter is the reverse; those who make more are significantly more likely to use these sites. Those

who are employed are more likely to be on all five platforms. Those in rural areas are significantly

less likely to use LinkedIn and Reddit.

The bottom part of Table 2 shows the relationship of Internet experiences and skills with social

media platform adoption. In most cases, autonomy of use, frequency of use, number of years of use

all show differences for site adoption. The most significant relationship of site adoption to an

independent variable is Internet skills. The differences between those who scored in the lowest

quartile versus the highest quartile of the skills distribution are considerable in all cases.

Figures 1 and 2 show the relationship of education and social network site use and the relationship

of Internet skills and social network site use, respectively. This visual representation is especially

helpful for conveying the magnitude of difference by these two variables in who is and who is not

present on the various social media platforms.

Next, I report the results of logistic regression analyses to see what relationships persist when

controlling for other factors. First, I look at sociodemographic variables only and then I add the

Internet experiences and skills variables. Tables 3 and 4 present these results (split solely due to

space layout issues). When it comes to being on Facebook, both age and gender remain significant

even when controlling for other factors. Namely, younger people and women are considerably more

likely to be on this platform. No other sociodemographic factors matter. When controlling for

Internet experiences and skills, both age and gender remain significant, but we also see variation

by autonomy of use, use frequency, and skills, all of which are positively related to the likelihood of

using Facebook.

Other than LinkedIn, older people are less likely to be on the social media platforms examined

here than younger people, although it is important to keep in mind the figures presented in Table 2 to

recognize that these findings are likely driven by the oldest age category rather than those in middle

Figure 1. Use of social network sites by level of education.
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Table 3. Logistic Regression on Using Social Network Sites (Odds Ratios with Standard Errors in
Parentheses).c

Facebook Facebook LinkedIn LinkedIn Twitter Twitter

Age 0.97 (0.00)*** 0.98 (0.01)* 0.99 (0.00) 1.01 (0.00) 0.96 (0.00)*** 0.98 (0.00)***
Female 2.49 (0.35)*** 2.72 (0.40)*** 0.95 (0.11) 1.07 (0.14) 1.00 (0.12) 1.14 (0.15)
Hispanica 0.87 (0.20) 1.03 (0.25) 0.85 (0.16) 1.05 (0.22) 0.79 (0.15) 0.86 (0.18)
Blacka 1.07 (0.25) 1.04 (0.25) 1.18 (0.23) 1.20 (0.25) 1.44 (0.27) 1.32 (0.26)
Asian

Americana
0.47 (0.16) 0.46 (0.17) 0.73 (0.24) 0.81 (0.28) 0.87 (0.29) 0.87 (0.30)

Native
Americana

1.06 (0.61) 1.11 (0.65) 0.71 (0.35) 0.91 (0.47) 0.18 (0.14) 0.17 (0.13)

Other racea 0.47 (0.29) 0.42 (0.27) 3.26 (2.04) 3.68 (2.53) 1.27 (0.81) 0.98 (0.68)
High school or

lessb
0.65 (0.11) 0.89 (0.17) 0.24 (0.04)*** 0.35 (0.07)*** 0.60 (0.10)** 0.83 (0.15)

Some collegeb 1.17 (0.20) 1.26 (0.22) 0.53 (0.07)*** 0.56 (0.08)*** 0.94 (0.14) 1.00 (0.15)
Income

(square
root)

1.00 (0.00) 1.00 (0.00) 1.00 (0.00)*** 1.00 (0.00)*** 1.00 (0.00)** 1.00 (0.00)**

Employed 0.96 (0.15) 0.91 (0.15) 2.02 (0.29)*** 1.84 (0.28)*** 1.26 (0.18) 1.24 (0.19)
Rural resident 1.50 (0.32) 1.66 (0.37) 0.48 (0.10)*** 0.53 (0.11)** 0.97 (0.18) 1.09 (0.22)
Autonomy of

use
1.10 (0.04)** 1.08 (0.03)* 1.05 (0.03)

Frequency of
use

1.03 (0.01)*** 1.00 (0.01) 1.04 (0.01)***

Number of use
years

1.03 (0.03) 1.06 (0.03) 1.00 (0.03)

Internet skills 1.27 (0.10)** 1.92 (0.15)*** 1.65 (0.13)***
Intercept 15.16 (5.89) 0.95 (0.55) 0.45 (0.14) 0.01 (0.00) 1.36 (0.43) 0.04 (0.02)
N 1,505 1,484 1,497 1,476 1,583 1,482
Pseudo R2 .083 .118 .122 .188 .083 .142

aThe omitted category is White. bThe omitted category is college or more. c*p < .01. **p < .005. ***p < .001.

Figure 2. Use of social network sites by Internet skills (lowest quartile vs. highest quartile).
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ages. While there is no gender variation in LinkedIn, Twitter, and Tumblr adoption, the findings

about women being much more likely to use Facebook and much less likely to use Reddit hold even

when controlling for other variables. As with the binary analyses presented in Table 2, the regression

results confirm that there are no racial or ethnic differences in the adoption of these sites. Worth

noting that once we control for other factors, African Americans are no longer more likely to be on

Twitter than others so the binary finding regarding that relationship does not hold up.

Those with no more than a high school education are less likely to use several sites compared to

those with a college degree or more, namely, LinkedIn, Twitter, and Reddit. However, only in the

case of LinkedIn does this relationship hold once we include Internet experiences and skills in the

model. It may well be that differentiated skills that are very much related to education are the reason

fewer less educated people are on certain social media platforms. Income matters similarly to

education, there is a difference for LinkedIn and Twitter, but not the other sites. Employment status

and rural residence only matter for LinkedIn use. It is worth noting that less than 5% of the sample is

“not working, looking for work,” and comparing this group to the rest of the sample shows that such

people are more likely to use LinkedIn than others who are in the “not working” category, although

less likely than those who are employed.

Looking at Internet experiences, number of user years does not make a difference for adoption

of any of the sites, not surprisingly given that most users had been online for numerous years at the

time of the survey. Autonomy of use matters for Facebook and LinkedIn use. Frequency of use is

related to all, but not LinkedIn use.

The binary relationships observed with Internet skills hold in the regression analyses even once

we control for sociodemographics and online experiences. For all sites, those who are more skilled

about using the Internet are more likely to use them. It is the inclusion of Internet experiences and

skills in the models that removes the statistical significance of education for two of the three sites

Table 4. Logistic Regression on Using Social Network Sites (Odds Ratios with Standard Errors Are in
Parentheses).c

Tumblr Tumblr Reddit Reddit

Age 0.95 (0.01)*** 0.97 (0.01)*** 0.92 (0.01)*** 0.94 (0.01)***
Female 0.65 (0.11) 0.76 (0.14) 0.38 (0.07)*** 0.48 (0.09)***
Hispanica 0.94 (0.24) 0.98 (0.27) 0.59 (0.16) 0.58 (0.18)
Blacka 0.89 (0.24) 0.81 (0.23) 0.80 (0.22) 0.72 (0.22)
Asian Americana 0.82 (0.38) 0.94 (0.45) 1.02 (0.42) 1.19 (0.51)
Native Americana 1.50 (0.88) 1.59 (1.00) 1.40 (0.86) 1.69 (1.14)
Other racea 7.08 (4.45)** 6.41 (4.45)** 0.66 (0.73) 0.50 (0.55)
High school or lessb 0.58 (0.14) 0.85 (0.23) 0.37 (0.10)*** 0.61 (0.18)
Some collegeb 0.98 (0.20) 1.10 (0.23) 1.06 (0.21) 1.25 (0.27)
Income (square root) 1.00 (0.00) 1.00 (0.00) 1.00 (0.00) 1.00 (0.00)
Employed 1.09 (0.23) 1.05 (0.23) 0.80 (0.17) 0.74 (0.17)
Rural resident 0.76 (0.22) 0.87 (0.26) 0.46 (0.15) 0.47 (0.17)
Autonomy of use 1.08 (0.05) 1.07 (0.05)
Frequency of use 1.03 (0.01)*** 1.02 (0.01)**
Number of use years 0.98 (0.04) 1.04 (0.05)
Internet skills 2.12 (0.26)*** 3.00 (0.42)***
Intercept 1.71 (0.71) 0.02 (0.02) 6.09 (2.56) 0.01 (0.01)
N 1,498 1,478 1,489 1,469
Pseudo R2 .112 .181 .211 .305

aThe omitted category is White. bThe omitted category is college or more. c*p < .01. **p < .005. ***p < .001.
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where education matters: Twitter and Reddit use. Only with LinkedIn does education persist as an

important variable in explaining differential rates of usage once we consider those factors. Overall,

there are several variables that matter to who adopts what social media platforms. Their uses are not

random across the population and they attract different types of people.

Discussion and Conclusion

Scholarship has seen a proliferation of articles based on data about social behavior derived from

social network sites (in lieu of offering an endless list of citations, I invite the reader to run a search

on Google Scholar for examples using search phrases like >Twitter data<). Many of these studies do

not limit their research questions to social media use, rather, they ask questions about social behavior

more generally. By doing so without acknowledging the biases that go into who selects into the use

of such sites in the first place, they simply assume that the various sites’ users are representative of

the larger population (whether, that is the larger Internet-user population or beyond). But they do so

erroneously given the findings presented in this article and elsewhere (e.g., Blank & Lutz, 2017;

Hargittai, 2015; Stern et al., 2017), showing that the users of these sites bias toward those who are

more educated and more skilled at using the Internet.

Analyzing national survey data of American adults’ Internet uses collected in summer 2016, this

article shows that there is large variation in people’s experiences with social media. First, it is

important to note that other than Facebook, most such sites are used by only a minority of Internet

users. Second, selection into their uses is far from random. People from lower socioeconomic status

are less likely to be on several such sites and Internet skills are an important correlate of use with

higher skilled users much more likely to show up on all such platforms. Given that the data are cross-

sectional, it may be that using social media improves people’s general Internet skills and that is why

we see that correlation. It is worth noting, however, that prior work on panel data has shown that

general Internet skills from earlier years explain differential rates of social network site adoption

years later (Hargittai, 2015). Additionally, the Internet skills measure is not based on social media

skills, so the two measures are not too closely tied.

The findings about nonrandom selection into the use of social media platforms suggest that the

opinions and behavioral traces of the more privileged are more likely to be represented in data sets

that use social media as their sampling frames than the views and actions of the less privileged.

Consequently, studies that rely on such research design must be explicit about the limitations of their

findings’ generalizability, that is, they must acknowledge that the opinions and behaviors they

uncover represent only certain parts of the population.

Why does it matter that big data derived from social media bias against certain types of people?

Increasingly, businesses and governments alike may use data derived from social network site users

to make decisions about how to communicate information about their products and services, that is,

how to reach constituents. If they are basing their decisions on data that underrepresent the less

privileged then their resulting actions may not meet the needs of people from different backgrounds

equally. During the winter holidays of 2010, then-mayor of Newark, New Jersey (USA), Cory

Booker received considerable positive press coverage for using Twitter to reach people in the city

whose streets had not been plowed of snow (e.g., Gregory, 2010). While this approach likely helped

some stranded behind walls of snow, it was precisely the people who likely needed help the most

who were the least likely to be on that medium in the first place. Older adults with less ability to dig

themselves out and those with fewer resources to hire snow plows were then and still are today

among the least likely users of Twitter. Using a medium whose users skew toward the more

privileged to make decisions about the allocation of scarce resources is problematic as it is likely

to exacerbate social inequalities.
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What is to be done, then, given the appeal of using social media–based big data? Too often when

asked why a researcher relied on social media data, the response is along the lines of “it was easily

available.” On its own, this is rarely a sound scientific justification. Yes, social media data are

available and have the potential to shed light on issues that may otherwise be difficult to study.

Nonetheless, recognizing the limitations of such data is essential and researchers should discuss

explicitly what the lack of representativeness of social media users implies for their findings.

Additionally, use of different methods in a single study can be helpful and offer a much-needed

complementary perspective. The present study itself has the limitation of relying on only one

method, but alternatives are possible. For example, Sánchez, Craglia, and Bregt (2017) use both

Twitter data and survey data of the general population to look at the prevalence of people contacting

political officials. In the article, they discuss the pros and cons of both methods including an explicit

mention of the fact that Twitter data are not representative of the population.

The goal of this article is not to dismiss all social media–based data sets. Rather, it is to call for an

understanding of and reflection about the biases that such data represent. When answering questions

about social behavior more generally, analyses of big data derived from social network sites must

discuss explicitly what the biases may mean for their findings. A simple throwaway comment is not

enough as the implications may be considerable. Ideally, such studies will increasingly include a

triangulation of methodologies (Sloan & Quan-Haase, 2017) so that research can be conscious of

whose voices are represented in big data being analyzed and whose voices are left behind.
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