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Abstract

The research is taken to integrate the effects of variable selection approaches, as well as 
sampling techniques, to the performance of a model to predict the financial distress 
for companies whose stocks are traded on securities exchanges of Vietnam. A firm is 
financially distressed when its stocks are delisted as requirement from Vietnam Stock 
Exchange because of making a loss in 3 consecutive years or having accumulated a 
loss greater than the company’s equity. There are 12 models, constructed differently 
in feature selection methods, sampling techniques, and classifiers. The feature selec-
tion methods are factor analysis and F-score selection, while 3 sets of data samples 
are chosen by choice-based method with different percentages of financially distressed 
firms. In terms of classifying technique, logistic regression together with SVM are used 
in these models. Data are collected from listed firms in Vietnam from 2009 to 2017 
for 1, 2 and 3 years before the announcement of their delisting requirement. The ex-
periment’s results highlight the outperformance of the SVM model with F-score se-
lection method in a data sample containing the highest percentage of non-financially 
distressed firms.
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INTRODUCTION

According to Beaver (1966) in the first study on financial distress pre-
diction, a firm is considered financially distressed or failed if the com-
pany fails to fulfill its financial obligations when mature. Since Beaver’s 
pioneering work, the construction of a warning model has become the 
center of research in corporate finance worldwide. Traditionally, a fi-
nancially distressed firm is a company that falls into bankruptcy be-
cause of business failure (Beaver, 1966; Altman, 1968; Norton & Smith, 
1980; Ohlson, 1980) and remains popular in more relevant and recent 
research (Zhou et al., 2012; Altman et al., 2016; Liang et al., 2015). 
Another financial distress measure is known as finance-based defini-
tion (Pindado et al., 2008). In this measure, the financial distress of a 
company may not necessarily put it into bankruptcy (Altman, 1984), 
thus, a model for financial distress forecasting plays a crucial role in 
helping firms to avoid bankruptcy (Santoso, 2018). 

It is clear that financial distress regardless of its recognition produc-
es huge potential loss to the stakeholders of a company. Therefore, a 
financial prediction model works as an early warning system that 
supports the companies’ managers to make necessary adjustments in 
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their financial management strategies to avoid becoming distressed. It also assists the investors and 
creditors in their decision-making process and helps the government to provide an alarm to the firms 
before putting them on the “control” list. Although there are numerous models that have been created 
and tested, it has been revealed that the performance of a financial distress prediction model varies if 
different sets of predictors, data samples and classifiers are applied. 

The independent variables in a prediction model are mainly accounting ratios and they have been ex-
tended to other features outside the accounting reports. In order to obtain the optimal variables for 
the model, different feature selection methods have been applied to choose the most informative and 
discriminant ratios. In addition to selection method, there is also evidence that the choice of data sam-
pling affects the prediction model’s performance. According to the number of financially distressed 
companies chosen, the sampling techniques can be divided into either the choice-based sampling or 
the sampling technique named complete data. Recently, there has been an increasing number of papers 
that have attempted to draw a comparison between these two selection approaches, but no consistent 
conclusion can be discerned. 

The third determinant of a model’s performance is the choice of classifying technique applied to deter-
mine whether a firm is financially distressed or not. Supporting by the computer science, the classifiers 
have been developed from the Univariate model (Beaver, 1966) to the Discriminant Technique model 
(Altman, 1968), and further to the Logistic Regression model (Ohlson, 1980) and Data Mining models. 
Although the comparison between different models has been taken widely, there is no consistent answer 
for the best classifier, which presents its superiority in all data samples. 

Based on the factors that influence the model’s performance, most of the relevant research focuses on 
improving the model’s accuracy by selecting the optimal set of predictors and an appropriate classify-
ing technique for a particular data sample. However, it can be seen that the combined effects of feature 
selection methods and sampling techniques have not yet received enough interest from researchers. 
Therefore, this research aims to build models to predict the financial distress condition of listed firms 
on securities exchange in Vietnam that focuses on the role of the feature selection method in association 
with different sampling choices in improving the model’s performance. The importance of the study is 
emphasized as the number of firms financially distressed is increasing in Vietnam, while the number of 
research projects occurring is limited. 

Data are collected from companies listed in the Vietnamese securities market from 2009 to 2017, while 
a financially distressed company is the one receiving the requirement of being delisted. The analysis re-
sults reveal that the model’s accuracy is higher as the number of non-financially distressed firms chosen 
increases. Overall, the SVM models with F-score feature selection outperform the Logistic Regression 
models.

1. LITERATURE REVIEW  

ON FINANCIAL DISTRESS 

PREDICTION MODEL

1.1. Review of predictors  

and predictor selection

In a financial distress prediction model, the choice 
of predictors can affect the accuracy level of pre-
diction. While the usefulness of each predictor 

varies in different models, independent variables 
in existing studies can be classified into three 
main groups: accounting ratios, market variables 
and macroeconomic ratios. Among these groups, 
the largest one is the accounting ratio group. This 
includes ratios calculated from companies’ finan-
cial statements, which are prepared by the com-
panies according to pre-determined accounting 
principles. It can be perceived that the account-
ing ratios reflecting companies’ financial perfor-
mance such as liquidity, profitability, business ca-
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pacity, capital structure etc. of the firm are favored 
by researchers. In addition to accounting ratios, 
market variables are also used in an ex-ante mod-
el as they contain information on expected future 
cash flows, which are relevant to the likelihood 
of being financial distressed (Rees, 1995; Back et 
al., 1996; Beaver et al., 2005). In existing papers, 
the market variables that have discriminate power 
can be listed as the company’s stock price (Beaver 
et al., 2005; Christidis & Gregory, 2010; Tinoco 
et al., 2013), the lagged cumulative stock residu-
al return (Tinoco et al., 2013), and the company’s 
market capitalization (Beaver et al., 2005; Tinoco 
et al., 2013). The third main source of predictors 
consists of macroeconomic ratios as the num-
ber of default firms increases during economic 
downturns (Koopman & Lucas, 2005). The prox-
ies for macroeconomic ratios can be: real interest 
rates; business cycles (Bhattacharjee & Han, 2014), 
Gross Domestic Product (GDP), money supply 
and Consumer Price Index – CPI (Alifiah, 2014). 
Apart from three main groups of predictors, pre-
vious research also tests the roles of corporate gov-
ernance indicators (Liang et al., 2015) and indus-
try specifications (Sayari & Mugan, 2016) such as 
board structure, ownership structure in the pre-
diction models. 

A literature review shows that there is a great num-
ber of predictors that can be utilized in a financial 
distress prediction model. According to Zhou et al. 
(2012), there are 500 different variables that can be 
found in 128 papers and the predictive power of 
each variable changes in different papers (Sayari & 
Mugan, 2016). As stated by Powell (2007), the high 
dimensionality problem can be raised if too many 
variables are used for data analysis. Therefore, re-
ducing the number of total variables by retain-
ing only informative and discriminative predic-
tors is crucial to improve a prediction model’s 
performance.

Feature selection, defined as the approach for se-
lecting the optimal set of predictors, has been ap-
plied broadly in existing papers. It is also designed 
to produce better performance, reduce the cost of 
processing a model, as well as to obtain better un-
derstanding of the company’s operation (Guyon 
& Elisseeff, 2003). In previous articles, variable 
selection techniques are recognized as expert rec-
ommendation and statistical methods (Lin et al., 

2014). As examples of using the expert recommen-
dation method, studies taken by Alifiah (2014) 
and Liang et al. (2015) select variables, which are 
useful in at least ten previous papers or factors ap-
pearing more than 3 times in 127 relevant mod-
els for the model’s indicators. On the other hand, 
filter-based feature and the wrapper-based feature 
selection method are categorized into the statis-
tical methods for variable selection. These meth-
ods are considered to be computationally efficient 
when they apply into a large number of independ-
ent variables (Blum & Langley, 1997; Guyon & 
Elisseeff, 2003).

The filter-based selection method includes the 
t-test, factor analysis, and stepwise regression, 
which assess the relevance of the variables accord-
ing to pre-determined indices. The proposed cri-
teria for this method can be Fisher score (Yjlmaz, 
2013), Laplacian score (Wan et al., 2015) and 
F-score (Chen & Lin, 2003). Among those criteria, 
F-score is considered to be the simplest (Song et 
al., 2017). In contrast, a wrapper method evaluates 
the variables based on their usefulness through 
a process that requires a lot of data processing. 
According to Kittler (1978), wrapper techniques 
can be listed as sequential forward selection or 
sequential backward selection. In other papers of 
Kohavi and John (1997) and Goldberg (1989), it 
can be recognized as randomized hill climbing or 
genetic algorithms.

1.2. Review of sampling technique 

and classifiers

In addition to the discussion of feature selection 
methods, there is also a disagreement on the data 
selection for the model. Zmijewski (1984) was the 
first researcher to discuss two data selection tech-
niques in building a financial distress prediction 
model: the choice-based sampling technique and 
the complete data sampling technique. The choice-
based sampling technique or stratified random 
sampling is used when the available distressed 
companies and only a part of the non-financially 
distressed companies are kept in the sample. The 
non-distressed firms are chosen randomly or by 
some criteria such as industry or company size. 
This sampling technique has been applied widely 
by Beaver (1966), Altman (1968), Liang et al. (2015), 
Mine and Hakan (2006), Geng et al. (2014), Lin et 
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al. (2014), Shaonan et al. (2015) and Mselmi et al. 
(2017). According to Shaonan et al. (2015), “choice-
based technique successfully remedies the poten-
tial problem of extremely low frequency rate of 
bankruptcy events in the population”. Opponents 
of this method state that the significant difference 
in financial distress contribution in the sample in 
comparison with that in the population may lead 
to biased estimation of parameters (Zmijewski, 
1984; Shaonan et al., 2015). In contrast to the pre-
vious approach, the latter technique brings all 
available non-financially distressed firms to the 
data sample. For example, Ohlson (1980) brings 
entire records of the 2,050 non-distressed compa-
nies and 105 failed companies to the data set. A 
similar approach has been applied in the works of 
Bharath and Shumway (2008), and Kim and Sohn 
(2010). Supporters of complete data sampling tech-
nique argue that the rate of financially distressed 
companies should be representative of the popu-
lation in a sample (Ohlson, 1980) and the biased 
parameters can be decreased as the likelihood of 
distressed firms in the sample approaches that of 
the population (Zmijewski, 1984). However, be-
cause of the great number of non-distressed firms 
compared to the number of distressed firms in the 
sample, this technique requires a huge amount of 
computation that may lead to a class imbalance 
problem and degradation in the final prediction 
performance (Liang et al., 2015). 

Unquestionably, the classifier which is used to dis-
criminate a company in the data sample according 
to their selected predictors plays a significant role 
in increasing the level of accuracy. With the de-
velopment of statistical and soft computing tech-
niques, a significant number of financial distress 
prediction models with various classifiers have 
been constructed and many of them can obtain 
impressive levels of accuracy. Zhou et al. (2012) 
summarize the related empirical researches and 
divide these techniques into 2 groups: traditional 
classifiers and modern classifiers.

Beaver (1966), Altman (1968) and Ohlson (1980) 
are the authors who construct financial distress 
prediction models with traditional classifiers. 
Beaver (1966) was the pioneer in presenting the 
Univariate model, while Altman (1968) intro-
duced the Multiple Discriminant Analysis (MDA) 
model that identifies a discriminant function 

known as the Z-score model. Until the 1980s, the 
MDA model was the dominant model regarding 
research on financial distress prediction (Balcaen 
& Ooghe, 2006). Beyond this, however, the dom-
ination of MDA model decreased due to the in-
troduction of the Logistic Regression model by 
Ohlson (1980). This model has overtaken the MDA 
as the dominant model as it does not require any 
assumptions of normal distribution and equal co-
variance which are considered drawbacks of the 
MDA model. In addition to traditional models, 
the development of Artificial Intelligence (AI) and 
Data Mining has created modern classifiers such 
as Decision Tree (DT), Neural Network (NN), and 
Support Vector Machines (SVM).

There have been a number of studies on perfor-
mance comparison between models with different 
classifiers. Ugurlu (2006) discovered that the Logit 
model provided a better accuracy level and over-
all fit than the MDA model. The same conclusion 
was also made in the study of Pindado et al. (2008). 
Recent studies taken by Lin et al. (2011, 2014) assert 
that the SVM model outperforms not only tradi-
tional models, but also other data mining models. 
Another paper produced by Gepp and Kumar (2015) 
concluded that the DT model is a superior classifier 
compared with the Logistic Regression model.

2. AN OVERVIEW  

OF VIETNAMESE 

SECURITIES MARKET

Vietnamese securities market was established by the 
opening of Hochiminh stock exchange on July 20, 
2000 before the launching of Hanoi Stock Exchange 
on March 8, 2005. After over 20 years of operation, 
Vietnamese securities market has played an extreme-
ly important role in capital raising for Vietnamese 
enterprises, as well as fostering the capitalization 
process of state owned companies. Beginning with 
only 2 listed companies with the market capitali-
zation of nearly USD 49.3 billion, in 2016, that the 
number of listed companies is 678 with the market 
capitalization contributing 33% to GDP, 114 times 
higher than that in 2000. The securities market is 
now well organized with the existence of stocks, 
bonds and derivatives. At the end of 2018, there are 
1,558 listed companies in the market with the mar-
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ket capitalization amounting to 82.2% of country’s 
GDP. Vietnamese securities market has shown the 
attraction to foreign investors as foreign investors 
number increases by 47.4% in 2017. Vietnames gov-
ernment has set the target to transfer the securities 
market from frontier to emerging market in 2019.

From 2009, the State Securities Commission of 
Vietnam started to require a company to be del-
isted because of its financial distress. Specifically, 
a company is delisted if it incurs losses in 3 con-
secutive years or having accumulated loss bigger 
than its equity. The number of delisted companies 
increases from 6 companies in 2010 to the peak of 
31 companies in 2013 and slightly decreases to 27 
companies in 2017. Although the delisting require-
ment can improve the quality of listing stocks, an 
increasing number of delisted company may affect 
the market belief from investors. Therefore, inves-
tors in Vietnam should be supported by a finan-
cial distress prediction model for stock selection, 
while a company’s managers also need this model 
to make necessary adjustments that can help com-
pany to avoid being financially distressed.

2.1. Research design

The main objective of the research is to construct 
the financial distress prediction models that take 
into account the combined effects of feature selec-
tion and sampling methods for companies listed in 
Vietnamese securities market. There are two main 
steps conducted to fulfill the research objective. In 
the first step, a number of models with different 
sets of predictors, data and classifiers are designed. 
In the next step, a comparison is taken to find the 
most effective model. The recognition of a firm’s 
financial distress follows the finance-based defi-
nition, which emphasizes the independence of fi-
nancial distress and its outcomes. A company is 
considered to be financially distressed when it is 
required to be delisted in Hanoi’s securities mar-
ket or Ho Chi Minh’s securities market as it suf-
fers losses in 3 consecutive years or its accumulat-
ed loss rises above the company’s equity.

2.2. Feature selection methods

In order to highlight the analysis results, feature 
selection procedure is applied into 2 different sets 
of variables (variable set 1 and variable set 2) cho-

sen from empirical analysis. The variable set 1 (see 
Table A1 in Appendix A) is taken mainly from the 
research of Geng et al. (2014) with an additional 
variable, which measures the ownership structure 
of the company in Vietnam. Those predictors cov-
er different features such as solvency, profitabili-
ty, operational capacity of an enterprise’s financial 
performance. The variable set 2 (see Table A2 in 
Appendix A) is originated from the paper of Lin et 
al. (2014), because it is the result of a comprehen-
sive selection method that integrates expert rec-
ommendations and wrapper approach.

In this paper, factor analysis and the F-score meth-
od are applied to minimize the number of predic-
tors in order to increase the level of accuracy of 
the model. Factor analysis is performed to explore 
the “variables that seem(s) to be doing the best job 
in predicting financial distress” or are the most 
informative in the model with the application of 
VARIMAX for rotation. The factor analysis is also 
applied to detect the multicollinearity among the 
predictors. The selection procedure is based on a 
number of criteria. Firstly, Bartlett’s test of sphe-
ricity should be significant to ensure the appropri-
ateness of independent indicators for factor analy-
sis. Second, the most informative variables should 
have factor loading above 0.5, the eigenvalue big-
ger than 1 and the communality greater than 0.8. 
The results of factor analysis are presented in Table 
3 for models 1.1, 1.2 and 1.3. After conducting fac-
tor analysis, stepwise regression combined with 
binary logistic regression will provide the signifi-
cant ratios that can act as predictors in the model.

F-score is a simple filter selection method that 
can be used together with any of the SVM models. 
F-score measures the discrimination of two varia-
bles set according to below function:

( )

( )( ) ( )( )
( ) ( )( ) ( ) ( )( )

2 2

2 2

, ,1 1

,
1 1

1 1

i i i i

i
n n

k i i k i ik k

x x x x
F

x x x x
n n

+ −

+ −+ + − −

= =
+ −

− + −
=

− + −
− −∑ ∑

 

where ix  – average of feature i of the whole feature, 
( )
ix
+

 – average of positive feature, 
( )
ix
−

 – average 
of positive feature.

Features with higher F-score should be chosen 
in the model because of having higher discrimi-
nation ability. First introduced by Chen and Lin 

(1)
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(2003), there are 2 steps in this feature selection. In 
the first step, the F-score of every feature is calcu-
lated before setting a threshold to remove the fea-
ture with F-score below that of the threshold and 
retain those with an F-score above it. In the next 
step, the data are again split randomly into new 
training data and testing data.

2.3. Sampling techniques

The researchers use the choice-based sampling 
technique to choose the firms used in the sample. 
In this method, the non-distressed firms are cho-
sen randomly with their number equal to that of 
the number of distressed firms. However, because 
of the concern about the biased parameters pro-
duced from the inconsistent distress rates in the 
sample and population, three data samples were 
created with increasing numbers of non-finan-
cially distressed firms. Data sample 1 consists of 
68 distressed firms and 68 non-distressed firms, 
data sample 2 includes 68 distressed firm and 
136 non-distressed firms, while the number of 
non-distressed firms (204) is triple the number of 
distressed firms in data sample 3. The increase in 
the number of non-distressed firms, as well as the 
data size from data sets 1 to 3, reduces the incon-
sistency between the distress rates of the sample 
and that of the population. By choosing these data 
samples, the authors expect to discover the rela-
tionship between the rate of a distressed firm in 
the sample and the prediction model’s accuracy.

2.4. Classification techniques

A classification technique is used to train the data for 
constructing the classifying function using selected 
independent variables. The function then applies to 
testing data set for determining the model’s accura-
cy. This study uses logistic regression and the ma-
chine learning algorithm SVM as classifiers. 

The logistic regression tries to compute the likeli-
hood of being “financially distressed” for a listed 
firm. In the below function, the dependent varia-
ble Y receives value of 1 or 0. The former describes 
the company’s financial distress, while the latter 
denotes the condition of non-financial distress:

( )
( )

( )

1 1 2 2

1 1 2 2

 

 
1 .

1

n n

n n

X X X

X X X

e
P Y

e

− ∝+ + +…+

− ∝+ + +…+
= =

+

β β β

β β β  (2)

With the support of computer software such as 
SPSS, a company is considered to be financial-
ly distressed if ( ) 0P Y >  or non-distressed if 

( ) 0.P Y <  The logistic regression model is cho-
sen as it is a traditional classifier that exhibits high 
level of prediction accuracy in recent studies of 
Ugurlu (2006) and Pindado et al. (2008). In addi-
tion, the logistic regression model does not require 
the assumption of normality, as well as equal co-
variance of independent variables.

SVM which is known as a type of machine learn-
ing classifier establishes a hyperplane that sepa-
rates two groups of companies according to their 
financial performance. Especially, this classifier 
identifies the optimized hyperplane with largest 
margin for companies’ separation.

1

,
1

min
2

n
T

i

i

w w C
=

+ ∑ξ

( )( )  1T

i i isubject to y w x b∅ + ≥ −ξ  (3)

0i ≥ξ

According to Hsu et al. (2016), in order to con-
struct the optimized hyperplane, the parame-
ters C and γ should be determined by grid search. 
In this study, the radial basis function (RBF) 

( ) ( )2, exp , 0i j i jK x x x x= − − >γ γ  incorporat-
ing C and γ is established. As the two parameters 
are selected, data training should be performed 
again. With the support of LibSVM tool, before 
conducting the classification techniques, the data 
are separated into 2 sets for training and predict-
ing. SVM is a machine learning technique, which 
should be applied in comparison with logistic mod-
el, a traditional classifier. Stated by Sánchez et al. 
(2016), SVM model works well with small sample 
size and it also outperforms other data mining 
classifiers (Liang et al., 2015; Lin et al., 2011, 2014).

There are 12 models constructed with combinations 
of the different data sampling techniques, feature 
selection and classification methods. According to 
Table 1, 6 models from 1.1 to 1.6 apply factor anal-
ysis into 3 data sets with different sample size and 
use logistic regression as a classification technique. 
Meanwhile, 6 models from 2.1 to 2.6 determine 
F-score as a feature selection method to data sets 1, 
2 and 3 and use SVM as classifier.
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3. DISCUSSION  

OF ANALYSIS RESULTS

3.1. Feature selection results

3.1.1. Factor analysis 

The factor analysis is applied for 3 sets of da-
ta samples. In the first step, Bartlett’s test and 
Kaiser-Meyer-Olkin (KMO) are run in order to 
assess the overall significance of the correlation 
matrix and the sample adequacy. If the value of 
KMO is under the range from 0.5 to 1, the fac-
tor analysis is considered to be appropriate for 
the data. In addition, Bartlett’s test is important 
to make sure of the significant correlation be-
tween variables. In the next step, the VARIMAX 
is used for rotation to select the factors accord-
ing to their eigenvalue, factor loading and com-
munality. A suitable factor must have eigenvalue 
bigger than 1 along with factor loading and com-
munality greater than 0.5 and 0.8, respectively. 
As shown in Table A3 and Table A4 in Appendix 
A, according to those criteria, the number of se-
lected variables decreases quite dramatically in 
each variable set. 

After conducting factor analysis, there is no mul-
ticollinearity found among the predictors and 
the redundant variables are also removed. In the 
next step, the significance test of all informative 
variables is performed to ensure the validity and 
the significance of the prediction model by run-
ning stepwise regression for logistic regression 
models. The results of stepwise regression pro-
cedures show that the independent variables are 
the same for all different models in one predic-
tion time. However, the coefficient of each pre-
dictor varies in each different data sample. Tables 
2 and 3 describe the coefficient of each significant 
predictor of 6 models for 1 year, 2 years and 3 
years before the distress event. 

According to Table 2, models constructed 1 year 
before the financial distress event emphasize the 
importance of current liabilities on total assets ra-
tio, net profit over average current assets ratio and 
net profit on average fixed assets. Surprisingly, the 
negative sign in the coefficient of total liabilities 
on total assets ratio gives rise to the concern about 
the parameters produced by model 1.1 as there 
should be a positive relationship between this ra-
tio and the financial distress probability.

Table 2. Stepwise selection results for logistic 
regression models – variable set 1

Variable
Coefficient

Model 1.1 Model 1.2 Model 1.3
Year 1

1 TL/TA –0.98 0.204 1.981
2 CA/CL –0.46 –0.718 –0.845
3 (CA–I)/CL –0.379 –0.321 –0.224
4 CL/TA 3.146 2.255 2.166
5 NP/ACA –1.66 –3.677 –2.778
6 NP/AFA –1.498 –1.818 –1.592
7 CS/APA –0.947 –0.643 –0.882
8 NP/NOS –0.059 –0.131 –0.256
9 NA/NOS –0.042 –0.039 –0.054

Year 2
1 TL/TA –1.176 1.118 3.386
2 CA/CL –0.245 –0.655 –0.707
3 (CA–I)/CL 1.754 0.039 0.089
4 TL/TSE 0.058 0.062 0.04
5 CL/TA 6.052 3.823 2.462
6 NP/SR –0.626 –1.216 –0.967
7 NP/ACA –2.263 –5.747 –1.326
8 NP/AFA –0.964 –1.463 –1.139
9 CS/APA –0.963 –0.732 –0.781

10 NP/NOS 0.209 –0.14 –0.356

11 NA/NOS 0.046 0.043 0.056

Year 3
1 TL/TA 7.724 3.938 8.34
2 CA/CL –2.551 –0.143 –0.149
3 (CA–I)/CL 2.458 0.355 0.045
4 TL/TSE 1.414 0.554 1.204
5 CL/TA –1.738 3.076 4.244
6 EBIT/IE –0.067 –0.017 –0.007
7 NP/SR –1.174 –0.261 –0.163

8 EBIT/ATA –23.436 –5.844 –1.979

9 NP/AFA –0.584 –4.105 –11.289
10 CS/APA –1.019 –0.518 –0.707
11 CA/TA –0.739 –1.786 –5.498

Table 1. Description of the models

Feature selection
Data set

Variable set Classification technique
Data set 1 Data set 2 Data set 3

Factor analysis
Model 1.1 Model 1.2 Model 1.3 Set 1

Logistic regression
Model 1.4 Model 1.5 Model 1.6 Set 2

F-score
Model 2.1 Model 2.2 Model 2.3 Set 1

SVM
Model 2.4 Model 2.5 Model 2.6 Set 2
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The number of significant and discriminative 
independent variables increases to 11 variables 
in 2-year prediction models from 9 variables in 
1-year prediction models, because total liabili-
ties over total shareholders’ equity ratio and net 
profit over sale revenue ratios are included. There 
are consistencies in the signs of variables’ coef-
ficients that can be found among models. The 
negative coefficient sign of total liabilities/total 
assets ratio and positive coefficient sign of net as-
sets/number of ordinary shares at the end of year 
ratio threaten the application of model 1.1. The 
3-year model has the same number of significant 
variables as the 2-year model before the financial 
distress event. However, whilst there are 8 over-
lapping ratios between the models, 3 of them dif-
fer. The variables of NP/SR, NP/ACA, and NA/
NOS are exclusive to the 2-year model. They are 
replaced in the 3-year model by EBIT/IE, EBIT/
ATA and CA/TA. There is a significant difference 
in the order of coefficients among these models. 
For example, the net profit/average fixed assets 
ratio obtains the highest coefficient in model 1.3, 
but a very small coefficient in model 1.1.

According to Table 3, models in year 1 contain 8 
significant variables, while 9 is the number of sig-
nificant variables in the remaining models using 
variable set 2. In addition, the variables chosen 
are nearly the same for 3 models in different time 
of prediction. Most of selected variables reflect 
the solvency, profitability, and asset development 
of the companies. However, while the coefficient 
sign of total assets growth ratio is supposed to be 
positive, it is found to be negative in all 3 models 
for 1 year before the distress event.

Table 3. Stepwise selection results for logistic 
regression models – variable set 2

Variable
Coefficient

Model 1.4 Model 1.5 Model 1.6

Year 1

1 (CA–I)/CL –0.132 –0.147 –0.154

2 IE/E 0.407 0.519 0.475

3 IE/SR 0.920 0.631 0.533

4 TA(t)/TA(t–1) 0.118 –0.335 –0.352

5 RE/TA –0.206 –0.063 –0.066

6 OIBT/TA –1.152 –0.893 –0.938

7 GP/NS –0.119 –0.341 –0.468

8 TL/TA 0.162 0.363 0.440

Table 3 (cont.). Stepwise selection results for 
logistic regression models – variable set 2

Variable
Coefficient

Model 1.4 Model 1.5 Model 1.6

Year 2

1 WC/SR –0.141 –0.248 –0.170

2 IE/SR 0.41 0.353 0.316

3 CF/TL –0.079 –0.183 –0.292

4 CF/E –0.308 –0.423 –0.545

5 RE/TA –0.307 –0.274 –0.223

6 GP/NS –0.175 –0.284 –0.228

7 TA(t)/TA(t–1) –0.300 0.152 0.441

8 NP/ASE –0.267 –0.380 –0.499

9 TL/TA 0.448 0.350 0.281

Year 3

1 WC/SR –0.141 –0.245 –0.226

2 IE/SR 0.241 0.248 0.325

3 CF/TL –0.308 –0.217 –0.301

4 CF/E –0.143 –0.147 –0.161

5 RE/TA –0.207 –0.132 –0.341

6 GP/NS –0.281 –0.358 –0.235

7 TA(t)/TA(t– 1) –0.267 –0.275 0.454

8 NP/ASE –0.180 –0.185 –0.143

9 TL/TA 0.236 0.240 0.289

3.1.2. F-score selection method results 

In addition to factor analysis, the other filter 
feature selection is applied in SVM by calculat-
ing the F-score of each variable. Using LIBSVM, 
the variables with F-score bigger than 0.3, 0.04 
and 0.03 for data sets 1, 2 and 3, respectively, are 
selected by the program. Table 7 presents the 
predictors chosen according to their F-scores 
for 3 data sets. 

As shown in Table 4 and Table 5, the results of 
the filter selection process show that the small-
est number of selected variables is found in 
model with the smallest sample size. However, 
there is not much difference in the orders of 
selected predictors according to their F-scores 
among each three models. For example, the net 
profit on the number of ordinary shares ratio 
receives the highest F-score in model 2.2 and 
2.3 and it also gets the second highest F-score 
in model 2.1. Similarly, acid test ratio obtains 
the highest F-score in all 3 models 2.4 to 2.6. 
According to predictor group, the variables se-
lected by F-score mainly ref lect the capital ex-
pansion capacity, profitability and operational 
capacity of a company.
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Table 4. Features selected in SVM models – 
variable set 1

No.
Model 2.1 Model 2.2 Model 2.3

Variable F-score Variable F-score Variable F-score

1 NA/
NOS 0.686 NP/NOS 0.844 NP/NOS 0.774

2 NP/
NOS 0.510 EBIT/ATA 0.688 NP/ASE 0.696

3 TA(t)/
TA(t–1) 0.449 NP/ATA 0.608 NP/ATA 0.549

4 EBIT/
ATA 0.439 NP/ASE 0.418 NP/ACA 0.381

5 NP/ATA 0.431 NP/ACA 0.395 TL/TSE 0.361

6 TL/TA 0.429 TL/TA 0.352 EBIT/ATA 0.355

7 NP/AFA 0.335 TL/TSE 0.347 NA/NOS 0.243

8 NP/ACA 0.307 NP/SR 0.327 NP/SR 0.233

9 – – NA/NOS 0.216 TL/TA 0.232

10 – – CA/CL 0.205 MBI/ATA 0.121

11 – – CL/TA 0.165 CA/CL 0.117

12 – – MBI/ATA 0.113 NP/AFA 0.107

13 – – NP/AFA 0.108 CL/TA 0.074

14 – – CS/APA 0.099 (CA–I)/
CL 0.073

15 – – (CA–I)/CL 0.094 CS/APA 0.055

16 – – CA/TA 0.043 MBI(t)/
MBI(t–1) 0.038

Table 5. Features selected in SVM models – 
variable set 2

No.
Model 2.4 Model 2.5 Model 2.6

Variable F-score Variable F-score Variable F-score

1 (CA-I)/
CL 0.701 TL/TA 0.873 TL/TA 0.881

2 TA(t)/
TA(t–1) 0.525 (CA–I)/

CL 0.711 (CA-I)/
CL 0.522

3 IE/SR 0.354 TA(t)/
TA(t–1) 0.638 TA(t)/

TA(t–1) 0.412

4 CF/TA 0.424 CF/TA 0.432 CF/TA 0.286

5 CF/TL 0.446 CF/TL 0.408 CF/TL 0.271

6 CF/E 0.644 CF/E 0.364 CF/E 0.571

7 RE/TA 0.350 CRI 0.706 CRI 0.783

8 OIBT/
TA 0.322 OIAT/S 0.338 OIAT/S 0.618

9 GP/NS 0.455 RE/TA 0.223 RE/TA 0.429

10 NI/E 0.427 OIBT/
TA 0.212 OIBT/

TA 0.406

11 – – GP/NS 0.651 GP/NS 0.399

12 – – NI/E 0.554 NI/E 0.273

3.2. Comparison of models’ 

performance

3.2.1. Logistic regression model’s performance

Using different sets of predictors as results of fac-
tor analysis and the stepwise regression proce-

dure, the overall significance of 3 models 1.1, 1.2, 
and 1.3 is tested. The overall significance is tested 
by running the Omnibus test, –2 Log likelihood, 
and the Hosmer and Lemeshow test. A significant 
model obtains a small –2 Log likelihood, a signif-
icant Omnibus test and an insignificant Hosmer 
and Lemeshow test. As presented in Table A5 and 
Table A6 in Appendix A, models with different da-
ta sets are significant for 3 years of prediction. 

Table 6 presents the level of accuracy of 3 logis-
tic models 1-3 years prior to the financial distress 
event. In terms of the sample size, the level of ac-
curacy increases from model 1.1 to model 1.3 us-
ing variable set 1 and from model 1.4 to model 1.6 
using variable set 2. Therefore, the smaller the per-
centage rate of financially distressed firms in the 
models, the higher the model’s accuracy. In terms 
of prediction time, there is a slight increase of the 
model’s accuracy as the time of prediction pro-
gresses. In general, the accuracy rates of all three 
models are quite high with the highest level of 86% 
belonging to model 1.3 that makes a prediction 3 
years in advance.

Table 6. Logistic regression classification 
accuracy (%)

Model 1-year ahead 2-year ahead 3-year ahead

Model 1.1 64.70 66.20 73.50

Model 1.2 72.50 72.50 76.90

Model 1.3 84.60 85.30 86.00

Model 1.4 63.00 62.00 66.17

Model 1.5 66.23 68.00 75.61

Model 1.6 76.20 82.5 84.00

The performance of a model can be assessed fur-
ther by looking at their Type I error and Type II 
error. A Type I error is detected when a financially 
distressed firm is classified as non-financially dis-
tressed, while a Type II error is an error where-
by a non-financial distressed firm is predicted to 
be financially distressed by the model. A Type 
I error should receive more attention from the 
huge potential losses that can be brought to the 
model’s users. A Type I error varies as the time 
of prediction increases. However, Type I error de-
creases dramatically as the sample size increases. 
Surprisingly, Type I error stays the same for model 
1.3 in all prediction years (Table 7).
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Table 7. Type I errors of logistic regression 
models (%)

Model 1-year ahead 2-year ahead 3-year ahead

Model 1.1 21 24 19

Model 1.2 25 24 35

Model 1.3 15 15 15

Model 1.4 34 28 23

Model 1.5 22 25 27

Model 1.6 20 19 17

3.2.2. SVM model’s performance

From the original number of variables, according 
to the F-score calculated of each variable as shown 
in Table 4, 5 predictors are chosen for models 2.1 
to 2.6. The function to build the hyperplane is re-
lated to value of C and gamma. C and gamma are 
selected through the work of grid search (see Table 
A7 in Appendix A). Using the optimal hyperplane 
constructed by the choice of C and gamma, each 
SVM model classifies a firm in testing data into a 
distressed group and a non-distressed group. The 
accuracy levels of 6 SVM models at different points 
of prediction time can be summarized in Table 8. 

As can be seen, there is an increase in the model’s 
accuracy level as the time of prediction progresses. 
The level of accuracy that can be reached peaks at 
nearly 87% in model 1.3 for 3 years before the dis-
tress event. In terms of the data set used, the mod-
el’s accuracy improved as the rate of distressed 
firms decreased.

Table 8. Summary of classification –  
SVM models (%)

Model 1-year ahead 2-year ahead 3-year ahead

Model 2.1 77.45 79.41 79.41

Model 2.2 77.45 82.35 85.29

Model 2.3 83.09 83.09 86.76

Model 2.4 77.60 80.80 79.00

Model 2.5 80.00 81.74 83.20

Model 2.6 84.80 85.70 84.40

Compared to the Type I error calculation in the 
logistic regression model with the same data set 
and time of prediction, Type I error in the SVM 
model is extremely low (Table 9). In particu-
lar, there is no Type I error that can be detected 
in model 2.2 and model 2.3 and 2.3 for 3 years of 
prediction.

CONCLUSION

The study is conducted with the intention to consider the combined effects of 3 factors: predictor choic-
es, sampling technique, and classification techniques to the performance of an ex-ante model for listed 
firms in the securities market of Vietnam. In terms of predictors selection, the factor analysis is used in 
logistic regression models, while F-score method is calculated to select the predictors in SVM models. 
Regarding the sampling techniques, three data sets with different numbers of non-distressed firms are 
created. Each prediction model is constructed from 1 to 3 years before the firm receives the requirement 
of being delisted from the securities exchanges because of poor financial performance.

There are 12 models are constructed from 2 different original variable sets: set 1 is taken from the study 
of Geng et al. (2014), while set 2 comes from the paper of Lin et al. (2014). Although factor analysis and 
F-score all reduce the number of variables in all models dramatically, the predictors choices made by 
these two approaches are quite different. From those selected variables, the performance of each models 

Table 9. Type I error of SVM models (%)

Model 1-year ahead 2-year ahead 3-year ahead

Model 2.1 1 4 1

Model 2.2 0 0 0

Model 2.3 1 0 0

Model 2.4 4 3 0

Model 2.5 2 2 2

Model 2.6 0 2 1
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is assessed by computing the accuracy level and Type I error. The analysis results show that the model’s 
performance increases in data set containing larger numbers of non-distressed companies or smaller 
distress rates. This finding is similar with that of the paper from Zmijewski (1984), and Shaonan et al. 
(2015). Regarding to classifier, it can be seen that logistic models underperform SVM models. This de-
tection is also supported by Lin et al. (2011, 2014) and Kumar (2015) in their related researches. In ad-
dition, the SVM model combined with the F-score selection method, which was applied in the biggest 
sample size, outperforms other models because of the highest level of accuracy and smallest Type I error. 
Therefore, for future research, the complete sampling should be selected to test whether the reduction in 
the inconsistency between the financial distress rate of the sample and that of the population can fur-
ther improve the financial distress prediction model. 
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APPENDIX A

Table A1. List of independent variables – variable set 1
Source: Adapted from Geng, Bose, and Chen (2014). 

Variables Description
TL/TA Total liabilities/total assets

CA/CL Current assets/current liabilities

(CA-I)/CL (Current assets-inventory)/current liabilities

TL/TSE Total liabilities/total shareholders’ equity

CL/TA Current liabilities/total assets

NOCF/CL Net operating cash flow/current liabilities

EBIT/IE Earnings before interest and tax (EBIT)/interest expense

(SR–SC)/SR (Sales revenue–sales cost)/sales revenue

NP/SR Net profit/sales revenue

EBIT/ATA Earnings before income tax/average total assets

NP/ATA Net profit/average total assets

NP/ACA Net profit/average current assets

NP/AFA Net profit/average fixed assets

NP/ASE Net profit/average shareholders’ equity

 MBI/ATA Main business income/average total assets

SR/ACA Sales revenue/average current assets

SR/AFA Sales revenue/average fixed assets

MBC/AI Main business cost/average inventory

MBI/ABAR Main business income/average balance of accounts receivable

CS/APA Cost of sales/average payable accounts

MBI(t)/MBI(t–1) Main business income of this year/main business income of last year

TA(t)/TA(–1) Total assets of this year/total assets of last year

NP(t)/NP(t–1) Net profit of this year/net profit of last year

CA/TA Current assets total assets

FA/TA Fixed assets/total assets

SE/FA Shareholders’ equity/fixed assets

CL/TL  Current liabilities/total liabilities

NP/NOS Net profit/number of ordinary shares at the end of year

NA/NOS Net assets/number of ordinary shares at the end of year

NICCE/NOS Net increase in cash and cash equivalents/number of ordinary shares at the end of year

CR/NOS Capital reserves/number of ordinary shares at the end of year

SO 1 if having state ownership and 0 otherwise

Table A2. List of independent variables – variable set 2
Source: Adapted by Lin et al. (2014).

Variables Description
TL/TA Total liabilities/total assets
CA/CL Current assets/current liabilities
(CA–I)/CL Acid test
NCI No-credit interval
TA(t)/TA(t–1) Total assets growth
WC/TA Working capital/total assets 
WC/SR Working capital/sales 
IE/E Interest expenses/equity
MVE/TD Market value equity/book value of total debt
IE/SR Interest expense/salerevenue
CF/TA Cash flow/total assets
CF/TL Cash flow/total liabilities
CF/E Cash flow/equity
CRI Cash re-investment ratio
OIAT/S Operating income after tax per share  
RE/TA Retained earnings/total assets
OIBT/TA Operating income before tax/total assets
OI/E Operation income per employee
GP/NS Gross profit/net sales
NI/E Net income/equity



289

Investment Management and Financial Innovations, Volume 16, Issue 1, 2019

http://dx.doi.org/10.21511/imfi.16(1).2019.22

Table A3. Results of factor analysis – variable set 1

Variables Communality Eigenvalue Factor 
loading Variables Communality Eigenvalue Factor 

loading

Model 1.1 (data set 1)
TL/TA 0.83 6.02 0.76 NP/AFA 0.87 1.64 0.71

CA/CL 0.89 3.32 0.91 NP/ASE 0.86 2.83 0.82

(CA–I)/CL 0.89 2.87 0.92 CS/APA 0.88 1.35 0.78

CL/TA 0.91 1.84 0.62 NP(t)/NP(t–1) 0.98 3.22 0.98

NP/SR 0.93 1.31 0.91 CA/TA 0.81 1.17 0.85

EBIT/ATA 0.87 1.13 0.91 CL/TL 0.81 1.09 0.86

NP/ATA 0.93 1.09 0.94 NP/NOS 0.85 1.08 0.84

NP/ACA 0.83 1.72 0.79 NA/NOS 0.81 3.01 0.63

Model 1.2 (data set 2)
TL/TA 0.83 6.02 0.76 NP/ACA 0.98 1.77 0.79

CA/CL 0.89 3.32 0.91 NP/AFA 0.82 1.53 0.71

(CA–I)/CL 0.89 2.87 0.92 NP/ASE 0.86 1.83 0.82

TL/TSE 0.87 2.35 0.63 MBI/ATA 0.83 1.38 0.78

CL/TA 0.91 1.83 0.62 CS/APA 0.88 1.35 0.78

NP/SR 0.93 1.32 0.91 MBI(t)/MBI(t–1) 0.93 1.38 0.86

EBIT/ATA 0.87 1.13 0.91 NP/NOS 0.85 1.08 0.84

NP/ATA 0.93 1.09 0.94 NA/NOS 0.81 1.03 0.63

Model 1.3 (data set 3)
TL/TA 0.91 18.46 0.82 NP/AFA 0.87 2.71 0.74

CA/CL 0.95 11.58 0.96 NP/ASE 0.87 2.47 0.80

(CA–I)/CL 0.91 10.07 0.94  MBI/ATA 0.80 2.28 0.65

TL/TSE 0.83 7.58 0.84 SR/ACA 0.90 1.90 0.88

CL/TA 0.86 5.88 0.60 MBI/ABAR 0.81 1.28 0.56

EBIT/IE 0.83 4.72 0.85 CS/APA 0.90 1.03 0.87

NP/SR 0.94 3.93 0.92 MBI(t)/MBI(t–1) 0.94 1.02 0.85

EBIT/ATA 0.89 3.49 0.91 CA/TA 0.86 1.44 0.90

NP/ATA 0.92 3.20 0.92 NP/NOS 0.86 1.22 0.87

NP/ACA 0.99 3.13 0.78 – – – –

Table A4. Results of factor analysis – variable set 2

Variables Communality Eigenvalue Factor 
loading Variables Communality Eigenvalue Factor 

loading

Model 1.1 (data set 1)

(CA-I)/CL 0.87 1.31 0.85 RE/TA 0.81 1.77 0.64

IE/E 0.88 1.09 0.99 OIBT/TA 0.85 1.54 0.68

IE/SR 0.98 2.35 0.97 GP/NS 0.87 1.38 0.70

TA(t)/TA(t–1) 0.91 1.84 0.74 TL/TA 0.93 1.53 0.76

Model 1.2 (data set 2)

WC/SR 0.82 1.76 0.80 RE/TA 0.86 1.52 0.59

IE/SR 0.93 1.34 0.82 GP/NS 0.90 1.29 0.63

CF/TL 0.84 2.60 0.92 TA(t)/TA(t–1) 0.92 1.13 0.65

CF/E 0.86 1.59 0.69 NP/ASE 0.90 1.28 0.71

– – – TL/TA 0.84 1.24 0.55

Model 1.3 (data set 3)

WC/SR 0.81 1.99 0.66 RE/TA 0.81 1.17 0.83

IE/SR 0.90 1.57 0.68 GP/NS 0.89 1.64 0.87

CF/TL 0.83 2.83 0.78 TA(t)/TA(t–1) 0.91 1.48 0.79

CF/E 0.85 1.24 0.55 NP/ASE 0.92 1.63 0.57

– – – – TL/TA 0.83 1.59 0.69
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Table A5. Model’s overall significance – variable set 1

Prediction time
Omnibus tests

Nagelkerke R-Square
Hosmer and Lemeshow test

Chi-square Sig. Chi-square Sig.

Model 1.1

1-year ahead 51.50 0.00 0.708 1.58 0.99

2-year ahead 77.18 0.00 0.905 4.00 0.85

3-year ahead 76.53 0.00 0.901 0.49 1.00

Model 1.2

1-year ahead 65.54 0.00 0.849 8.35 0.40

2-year ahead 74.84 0.00 0.766 4.82 0.77

3-year ahead 66.02 0.00 0.346 6.79 0.56

Model 1.3

1-year ahead 87.66 0.00 0.704 2.67 0.95

2-year ahead 88.62 0.00 0.709 1.74 0.98

3-year ahead 123.15 0.00 0.882 5.57 0.69

Table A6. Model’s overall significance – variable set 2

Prediction time
Omnibus tests

Nagelkerke R Square
Hosmer and Lemeshow test

Chi-square Sig. Chi-square Sig.

Model 1.4

1-year ahead 61.319 0.00 24.205 3.413 0.906

2-year ahead 87.696 0.00 65.791 3.042 0.932

3-year ahead 72.418 0.00 29.024 3.735 0.880

Model 1.5

1-year ahead 81.332 0.00 45.298 4.539 0.806

2-year ahead 8.214 0.00 95.730 2.829 0.945

3-year ahead 46.950 0.00 122.080 4.539 0.806

Model 1.6

1-year ahead 20.598 0.00 65.415 4.539 0.806

2-year ahead 123.931 0.00 65.259 3.735 0.88

3-year ahead 46.950 0.00 154.569 2.829 0.945

Table A7. Summary of C and gamma

Model Parameter 1-year ahead 2-year ahead 3-year ahead

Model 2.1
C 256 256 256

Gamma 0.000 0.500 0.000

Model 2.2
C 64 1 256

Gamma 0.031 0.008 0.000

Model 2.3
C 4 1 256

Gamma 0 0.002 0.008
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