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Linköping University
581 83 LINKÖPING
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Abstract
With increasing amounts of information, the need for effective text simplification methods arises. One possible step in simplifying
texts is synonym replacement. Previous work has evaluated several different methods of solving the problem, including the use
of bilingual dictionaries and distributional similarity between words. Many of them have shown promising results. However,
using only one of them has often been insufficient. This project approaches the problem by presenting two methods using a
combination of bilingual dictionaries and vector representations of words. The results show that the methods used are capable of
generating words that to a high rate are perceived as synonymous to the original word.

1. Introduction
As the amount of information increases, the need for sim-
plified texts increases as well, with public authorities need-
ing effective ways of simplifying texts in order to reach the
entire public. This, in turn, causes the need to automate the
process of simplifying texts. One part of the problem in this
process is to develop a method for replacing words that are
difficult to comprehend with easier ones. The goal of this
project was to develop and evaluate two different methods
that use word vectors, bilingual dictionaries and three cor-
pora, including a corpus containing easy-to-read texts, to
extract comprehensible synonyms to input words.

2. Theory
Part of what makes a text difficult is the words it consists
of. Lexical simplification, to simplify a text by substitut-
ing words that are difficult to comprehend for easier ones,
has shown to improve comprehensiblility for people with
dyslexia and second language learners (Rello et al., 2013;
Gardner and Hansen, 2007). However, replacing words that
are difficult to comprehend, not altering the content, is a
difficult task, as it requires synonyms to the original words.

Some methods used to extract semantically related words
make use of distributional theory, which is based on the
idea that words with similar meaning appear in similar con-
texts in texts (Harris, 1970). One group of models that
has been developed using distributional theory is word2vec
(Mikolov et al., 2013). Word2vec produces a set of vec-
tors for each word, given a corpus, and calculates the co-
sine value between the word vectors. This can be used to
point out and predict similarities between words. However,
like other distributional models, word2vec does not dif-
ferentiate between different distributional similarities, such
as antonyms and synonyms (Deeplearning4j Development
Team, 2016). To refine the results, additional methods can
be used, such as bilingual dictionaries, parallel corpora,
semantic mirroring, and crowdsourcing (Lin et al., 2003;
Kann and Rosell, 2005; Dyvik, 2004; Priss and Old, 2005).

To evaluate the synonymy of words, several methods
have been developed, whereof some are computational

evaluation methods (Wu and Zhou, 2003; van der Plas and
Tiedemann, 2006). Other methods use crowdsourcing, and
make use of human layman knowledge (Buhrmester et al.,
2011; Kann and Rosell, 2005; Mohammad and Turney,
2013).

3. Method
In this project, the line between words that are “difficult”
and “easy” to comprehend was drawn with help from the
corpus LäSBarT (Mühlenbock, 2013), which consists of
easy-to-read texts. Included in the training data were also
the Stockholm-Umeå-Corpus (SUC) (Källgren, 2007) and
the Swedish Wikipedia Corpus (Denoyer and Gallinari,
2006), which resulted in a variety of texts in regular written
Swedish.

One step in the methods was to train a word2vec model
on the corpora. By computing the cosine value between
words in the vector space, semantically related words to one
specific word were found. Another step in the methods was
to translate relevant words between Swedish and English,
using a webcrawler and the online dictionary bab.la1. Both
methods started with a selected input word and finished by
returning a suggested synonym to the input word as output.

3.1 Find Closest Overlap method (FCO)
The hypothesis behind this method was that two seman-
tically similar words, for which the translations found in
a dictionary overlaps, are likely to be perceived as syn-
onyms. The hypothesis was based on previous research,
which showed one way to, based on this assumption, can-
cel out other semantically related words, such as antonyms
(Lin et al., 2003). This method will be referred to as the
FCO method.

3.2 Semantic Similarity in Translations method (SST)
The hypothesis behind this method was that translating a
word to an other language and then translate the translations
back would result in a list of synonyms candidates, whereof
the most semantically similar to the input word is the best
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synonym. The hypothesis was based on previously used
methods to extract synonyms (Kann and Rosell, 2005),
aswell as the theory behind semantic mirroring (Dyvik,
2004). In this paper, this method will be referred to as the
SST method.

3.3 Evaluation
The evaluation method used was an online survey. The
participants were asked if the output word from the meth-
ods was synonymous to the input word, in questions of
the format “Is the word X a synonym to the word Y?”.
The answering selections were “Disagree”, “Doubtful”,
“Sometimes”, “Totally agree”, and “I do not understand the
word/words”, similar to the ones used by Kann and Rosell
(2005). The survey comprised a total of 45 word pairs,
whereof 15 was extracted by the FCO method and 15 by
the SST method. The remaining 15, here referred to as the
overlap, were pairs where both methods suggested the same
synonym, given an input word. Data was gathered from 93
participants.

4. Results

Figure 1: Average user grading per method.

Figure 2: Average grading, separated from the overlap.

The results for the FCO and the SST methods are presented
in Figure 1, showing small differences between them. The
FCO method received slightly better scores of synonymy
than the SST method, with 24.12% “Totally agree” and
35.20% “Sometimes”, compared to the 19.57% “Totally
agree” and 32.51% “Sometimes” the SST method received.
The percentage of “Disagree” is slightly lower for the FCO
method than for the SST method, with 24.01% in contrast
to 28.71%. The overlap received the better results than ei-
ther method alone. The percentage of “Totally agree” was

for the overlap 28.17%, compared to 20.07% for the FCO
method and 10.97% for the SST method, as seen in Figure
2.

5. Discussion

The results showed that the answering alternative “Some-
times” was the most commonly used answer, which is
deemed as a positive result since exact synonyms are rare
and many words are only deemed synonymous in certain
contexts.

When comparing the two methods, the FCO method
proved to have slightly better results, with a higher per-
centage of the participants answering “Totally agree” or
“Sometimes” for the suggested synonyms, than for the
SST method, indicating that it might have higher precision.
However, the FCO method did not generate potential syn-
onyms for as many input words as the SST method, indi-
cating that it might have lower recall. The methods also
proved to achieve the highest rates of “Totally agree” and
“Sometimes” when the output of both methods overlapped,
indicating that a combination of them could receive further
improved results of extracting synonymous words.

The evaluation method used served to grade at what rate
two words were perceived as synonyms, something that
could be expanded upon to create large sets of graded syn-
onyms. Such an expansion could be utilized to help users
pick from a list of synonyms based on their grade, making
the decision easier and more well-reasoned.

The methods do not take the sentence that the input word
appears in into consideration, which could mean that the
potential synonyms generated are only good synonyms in
some contexts. One use of our program could be to present
lists of synonym candidates for words that might need re-
placement. That way, the writer or anyone correcting the
text could handle erroneous suggestions.

Some words, generated by the methods, were the same as
the input words, only differing in inflections. These types
of output resulted in about 80% of the participants selecting
negative answers, decreasing the total result of the meth-
ods. Word pairs consisting in words of different parts of
speech may also have influenced the result. For one such
pair, around 98% of the participants selected negative an-
swers, with a majority of “Disagree”.

Based on the results, one suggestion of improvement
would be to lemmatize the corpora and input words. That
would prevent words of different inflectional form from
the input word from being generated. It would also pre-
vent translated words from returning without a value, due
to inflections. Another suggestion is including the part of
speech tags in the corpora, prior to training the word2vec
model, and also to the input words. This would make it
possible to skip synonym candidates of a different part of
speech than the input word, supposedly giving a better syn-
onym suggestion as output. Another advantage of using
part of speech-tags is that it would make it possible to sep-
arate homonymous words that belong to different parts of
speech.



6. Conclusions
This study has showed that the use of word vectors is an
applicable method of extracting synonyms when used in
combination with other methods, such as utilizing a bilin-
gual dictionary. By also including an easy-to-read corpus
our methods showed to be feasible when acquiring syn-
onyms that are presumably easy to comprehend. The re-
sults showed that the methods often succeeded in generat-
ing semantically similar words to the original words, with
participants deeming that the suggested words were totally
or sometimes synonymous to the original words.

For improvement and future research some suggestions
would be to lemmatize the corpora and the input words,
along with including part of speech tags. Another sugges-
tion is to use a larger corpus or set of corpora with easy-
to-read texts, making it possible to find a wider range of
synonym candidates to more input words.

The question of evaluating whether the assumption that
the generated words are easy to comprehend holds, pos-
sibly by letting people with reading disabilities or second
language learners evaluate the words, is left for further re-
search.
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