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Abstract: Multi-stage (designed) procedures, obtained by splitting the
sampling budget suitably across stages, and designing the sampling at a
particular stage based on information about the parameter obtained from
previous stages, are often advantageous from the perspective of precise in-
ference. We develop a generic framework for M-estimation in a multistage
setting and apply empirical process techniques to develop limit theorems
that describe the large sample behavior of the resulting M-estimates. Ap-
plications to change-point estimation, inverse isotonic regression, classifica-
tion, mode estimation and cusp estimation are provided: it is typically seen
that the multistage procedure accentuates the efficiency of the M-estimates
by accelerating the rate of convergence, relative to one-stage procedures.
The step-by-step process induces dependence across stages and complicates
the analysis in such problems, which we address through careful condition-
ing arguments.

1. Introduction

Multi-stage procedures, obtained by allocating the available sampling budget
suitably across stages, and designing the sampling mechanism at a particular
stage based on information about the parameter of interest obtained in previous
stages, has been a subject of investigation in a number of recent papers (Lan,
Banerjee and Michailidis, 2009; Tang, Banerjee and Michailidis, 2011; Belitser,
Ghosal and van Zanten, 2013). Specifically, a two-stage procedure works as
follows:

1. In the first stage, utilize a fixed portion of the design budget to obtain an
initial estimate of the key parameter d0, as well as nuisance parameters
present in the model.

2. Sample the second stage design points in a shrinking neighborhood around
the first stage estimator and use the earlier estimation approach (or a dif-
ferent one that leverages on the local behavior of the model in the vicinity
of d0) to obtain the final estimate of d0 in this “zoomed-in” neighborhood.

Such two- (and in general multi-) stage procedures exhibit significant advan-
tages in performance when estimating d0 over their one stage counterparts for
a number of statistical problems. These advantages stem from accelerating the
convergence rate of the multi-stage estimator over the one-stage counterpart.
Their drawback is that the application setting should allow one to generate
values of the covariate X at will anywhere in the design space and obtain the
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corresponding response Y . Next, we provide a brief overview of related litera-
ture.
(1) Lan, Banerjee and Michailidis (2009) considered the problem of estimating
the change point d0 in a regression model Y = f(X) + ε, where f(x) = α01(x ≤
d0) + β01(x > d0), α0 6= β0. It was established that the two-stage estimate con-
verges to d0 at a rate much faster (almost n times) than the estimate obtained
from a one-stage approach.
(2) In a non-parametric isotonic regression framework, where the response is re-
lated to the covariate by Y = r(X) + ε with r being monotone, Tang, Banerjee
and Michailidis (2011) achieve an acceleration up to the

√
n-rate of conver-

gence (seen usually in parametric settings) for estimating thresholds d0 of type
d0 = r−1(t0) (for fixed known t0), which represents a marked improvement over
the usual one-stage estimate which converges at the rate n1/3. This involves
using a local linear approximation for r in a shrinking neighborhood of d0, at
stage two. While the

√
n-rate is attractive from a theoretical perspective, for

functions which are markedly non-linear around d0, this procedure performs
poorly as illustrated in Tang et al. (2015), who alleviated this problem by an-
other round of isotonic regression at the second stage.
(3) Belitser, Ghosal and van Zanten (2013) considered the problem of estimat-
ing the location and size of the maximum of a multivariate regression function,
where they avoided the curse of dimensionality through a two-stage procedure.

A significant technical complication that the multi-stage adaptive procedure
introduces is that the second and higher stage data are no longer independent
and identically distributed (i.i.d.), as those sampled in the first stage. This is
due to the dependence of the design points on the first stage estimate of d0.
Moreover, in several cases, the second stage estimates are usually constructed
by minimizing (or maximizing) a related empirical process sometimes over a
random set based on the first stage estimates. Note that to establish the results
on the rate of convergence of the multi-stage estimate of the parameter of in-
terest, as well as derive its limiting distribution, the above mentioned papers
used the specific structure of the problem under consideration and a variety
of technical tools starting from first principles. This begs the question whether
for statistical models exhibiting similarities to those discussed above, a unified
approach within the context of M-estimation can be established for obtaining
the rate and the limiting distribution of the multistage estimate.

We address this issue rigorously in this paper for two-stage procedures. To
accomplish this task, we extend empirical process results originally developed
for the i.i.d. setting to situations with dependence of the above nature. In par-
ticular, we present results for deriving the rate of convergence and deducing
the limit distribution of estimators obtained in general two-stage problems (see
Section 2); to this end, a process convergence result in a two-stage sampling
context is established. Our general results, which are also expected to be of in-
dependent interest, are illustrated on: (i) a variant of the change-point problem
(Section 3), (ii) the inverse isotonic regression, under a fully non-parametric
scheme studied empirically in Tang et al. (2015) (Section 4), (iii) a classification
problem (Section 7), (iv) mode estimation for regression (Section 5) and (v)
estimating a cusp (of a function) of a given order (Section 6) . A key insight
gleaned from the general theory and the illustrative examples is that accelera-
tion of the convergence rate occurs when the parameter of interest corresponds
to a “local” feature of the model (e.g. the change-point in a regression curve),
but also depends on the statistical criterion used.
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2. Problem formulation and general results

A typical two-stage procedure involves estimating certain parameters, say a
vector θn, from the first stage sample. Let θ̂n denote this first stage estimate.
Based on θ̂n, a suitable sampling design is chosen to obtain the second stage
estimate of the parameter of interest d0 by minimizing (or maximizing) a random

criterion function Mn(d, θ̂n) over domain Dθ̂n ⊂ D, i.e.,

d̂n = argmin
d∈Dθ̂n

Mn(d, θ̂n). (2.1)

We denote the domain of optimization for a generic θ by Dθ. We will impose
more structure on Mn as and when needed. We start with a general theorem
about deducing the rate of convergence of d̂n arising from such criterion. In
what follows, Mn is typically a population equivalent of the criterion function
Mn, e.g., Mn(d, θn) = E [Mn(d, θn)], which is at its minimum at the parameter
of interest d0 or at a quantity dn asymptotically close to d0.

Theorem 1. Let {Mn(d, θ), n ≥ 1} be stochastic processes and {Mn(d, θ), n ≥
1} be deterministic functions, indexed by d ∈ D and θ ∈ Θ. Let dn ∈ D, θn ∈ Θ

and d 7→ ρn(d, dn) be a measurable map from D to [0,∞). Let d̂n be a (measur-

able) point of minimum of Mn(d, θ̂n) over d ∈ Dθ̂n ⊂ D, where θ̂n is a random
map independent of the process Mn(d, θ). For each τ > 0 and some κn > 0 (not
depending on τ), suppose that the following hold:

(a) There exists a sequence of sets Θτ
n in Θ such that P [θ̂n /∈ Θτ

n] < τ .
(b) There exist constants cτ > 0, Nτ ∈ N such that for all θ ∈ Θτ

n, d ∈ Dθ
with ρn(d, dn) < κn, and n > Nτ ,

Mn(d, θ)−Mn(dn, θ) ≥ cτρ2
n(d, dn). (2.2)

Also, for any δ ∈ (0, κn) and n > Nτ ,

sup
θ∈Θτn

E∗ sup
ρn(d,dn)<δ,

d∈Dθ

|(Mn −Mn)(d, θ)− (Mn −Mn)(dn, θ)| ≤ Cτ
φn(δ)√

n
,

(2.3)
for a constant Cτ > 0 and functions φn (not depending on τ) such that
δ 7→ φn(δ)/δα is decreasing for some α < 2.

Suppose that rn satisfies r2
n φn

(
1
rn

)
.
√
n, and P

(
ρn(d̂n, dn) ≥ κn

)
converges

in probability to zero, then rn ρn(d̂n, dn) = Op(1).
Further, if the assumptions in part (b) of the above theorem hold for all

sequences κn > 0 in the sense that there exist constants cτ > 0, Cτ > 0, Nτ ∈ N
such that for all θ ∈ Θτ

n, d ∈ Dθ, δ > 0 and n > Nτ , (2.2) and (2.3) hold, then

justifying the convergence of P
(
ρn(d̂n, dn) ≥ κn

)
to zero is not necessary.

The proof uses shelling arguments and is given in Section A.1 of the Ap-
pendix. The shelling arguments need substantially more careful treatment than
those employed in i.i.d. scenarios since the Mn processes depend on the second
stage data which are correlated through their dependence on the first stage es-
timate.
An intermediate step to applying the above result involves justifying the con-

vergence of P
(
ρn(d̂n, dn) ≥ κn

)
to zero. As mentioned in the result, if the

assumptions in part (b) of the above theorem hold for all sequences κn > 0,
then justifying this condition is not necessary. This is the case with most of the
examples that we study in this paper. The following result is used otherwise.
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Lemma 1. Let Mn, Mn and ρn be as defined in Theorem 1. For any fixed
τ > 0, let

cτn(κn) = inf
θ∈Θτn

inf
ρn(d,dn)≥κn,d∈Dθ

{Mn(d, θ)−Mn(dn, θ)} .

Suppose that

sup
θ∈Θτn

P

(
2 sup
d∈Dθ

|Mn(d, θ)−Mn(d, θ)| ≥ cτn(κn)

)
→ 0. (2.4)

Then, P
(
ρn(d̂n, dn) ≥ κn

)
converges to zero .

Condition (2.4) requires cτn(κn) to be positive (eventually) which ensures that
dn is the unique minimizer of Mn(d, θ) over the set d ∈ Dθ. The proof is given
in Section B.1 of the Supplement.

The conclusion of Theorem 1, rn ρn(d̂n, dn) = Op(1), typically leads to a

result of the form sn(d̂n − dn) = Op(1), sn → ∞. Once such a result has been
established, the next step is to study the limiting behavior of the local process

Zn(h, θ̂n) = vn

[
Mn

(
dn +

h

sn
, θ̂n

)
−Mn

(
dn, θ̂n

)]
for a properly chosen vn. Note that

sn(d̂n − dn) = argmin
h:dn+h/sn∈Dθ̂n

Zn(h, θ̂n).

Note that Zn can be defined in such a manner so that the right hand side is the
minimizer of Zn over the entire domain. To see this, let Dθ̂n = [an(θ̂n), bn(θ̂n)],
say (in one dimension). If we extend the definition of Zn to the entire line by
defining

Zn(h, θ̂n) =

{
Zn(sn(bn(θ̂n)− dn)) for h > sn(bn(θ̂n)− dn) and

Zn(sn(an(θ̂n)− dn)) for h < sn(an(θ̂n)− dn),
(2.5)

then, clearly:
sn(d̂n − dn) = argmin

R
Zn(h, θ̂n) .

In p dimensions, define Zn outside of the actual domain, the translated D̂θ̂n
,

to be the supremum of the process Zn on its actual domain. Then the infimum
of Zn over the entire space is also the infimum over the actual domain. Such
an extension then allows us to apply the argmin continuous mapping theorem
(Kim and Pollard, 1990, Theorem 2.7) to arrive at the limiting distribution of

sn(d̂n − dn).
In our examples and numerous others, Zn can be expressed as an empirical

process acting on a class of functions changing with n, indexed by the parameter
h over which the argmax/argmin functional is applied and by the parameter θ
which gets estimated from the first stage data, e.g.,

Zn(h, θ) =
1√
n

n∑
i=1

fn,h,θ(Vi) = Gnfn,h,θ + ζn(h, θ). (2.6)

Here, Vi ∼ P are i.i.d. random vectors, Gn =
√
n(Pn − P ) and ζn(h, θ) =√

nPfn,h,θ with Pn denoting the empirical measure induced by Vis. The param-
eter θ could be multi-dimensional and would account for the nuisance/design
parameters which are estimated from the first stage sample. The term

√
nPfn,h,θ

typically contributes to the drift of the limiting process. We first provide suffi-
cient conditions for tightness of the centered Zn(h, θ̂n) and then deal with its
limit distribution.
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Theorem 2. Let θ̂n be a random variable taking values in Θ which is inde-
pendent of the process Zn defined in (2.6). As in Theorem 1, let there exist a

(non-random) set Θτ
n ⊂ Θ such that P [θ̂n /∈ Θτ

n] < τ , for any fixed τ > 0. For
each θ ∈ Θ, let Fn,θ = {fn,h,θ : h ∈ H} with measurable envelopes Fn,θ. Let H
be totally bounded with respect to a semimetric ρ̃. Assume that for each τ, η > 0
and every δn → 0,

sup
θ∈Θτn

PF 2
n,θ = O(1), (2.7)

sup
θ∈Θτn

PF 2
n,θ1

[
Fn,θ > η

√
n
]
→ 0 (2.8)

sup
θ∈Θτn

ρ̃(h1,h2)<δn

P (fn,h1,θ − fn,h2,θ)
2 → 0 and (2.9)

sup
θ∈Θτn

ρ̃(h1,h2)<δn

|ζn(h1, θ)− ζn(h2, θ)| → 0. (2.10)

Assume that, for δ > 0, Fn,δ = {fn,h1,θ̂
− fn,h2,θ̂

: ρ̃(h1, h2) < δ} is suitably

measurable (explained below), for each θ ∈ Θτ
n, F2

n,θ,δ = {(fn,h1,θ − fn,h2,θ)
2 :

ρ̃(h1, h2) < δ} is P -measurable, and

sup
θ∈Θτn

∫ ∞
0

sup
Q

√
logN

(
u‖Fn,θ‖L2(Q),Fn,θ, L2(Q)

)
du = O(1) (2.11)

or

sup
θ∈Θτn

∫ ∞
0

√
logN[ ]

(
u‖Fn,θ‖L2(P ),Fn,θ, L2(P )

)
du = O(1) (2.12)

Then, the sequence {Zn(h, θ̂n) : h ∈ H} is asymptotically tight in l∞(H). Here,
N[ ]() and N() denote the bracketing and covering numbers respectively and the
supremum in (2.11) is taken over all discrete probability measures Q.

The measurability required for the class Fn,δ is in the following sense. For
any vector {e1, . . . , en} ∈ {−1, 1}n, the map

(V1, V2, . . . , Vn, θ̂, e1, . . . , en) 7→ sup
gn,θ̂∈Fn,δ

∣∣∣∣∣ 1√
n

n∑
i=1

eign,θ̂(Vi)

∣∣∣∣∣ (2.13)

is assumed to be jointly measurable. This is very much in the spirit of the P -
measurability assumption made for Donsker results involving covering numbers
(e.g., van der Vaart and Wellner (1996, Theorem 2.5.2)) and can be justified
readily in many applications. We prove the above result assuming (2.11). The
broad brushstrokes of the proof rely on symmetrization by Rademacher ran-
dom variables and the resulting sub-Gaussianity of the symmetrized processes
(conditional on the data), followed by chaining arguments, and control of the
resulting covering entropy bounds. While this general approach arises in the
proofs of standard Donsker theorems under bounded uniform entropy integral
conditions, the arguments are considerably more delicate in this case, since the
random θ̂n sits in the second co-ordinate of the parameters indexing the empir-
ical process.

The form of the limit process, which may depend on the weak limit of the
first stage estimates, can be derived using the following lemma.

Lemma 2. For a generic θ, let ∆θ = nν(θ−θn). Consider the setup of Theorem
2. Additionally, assume that

1. ∆θ̂n
= nν(θ̂n − θn) converges in distribution to a random vector ξ.
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2. For any τ > 0, the covariance function

Cn(h1, h2,∆θ) = Pfn,h1,θn+n−ν∆θ
fn,h2,θn+n−ν∆θ

− Pfn,h1,θn+n−ν∆θ
Pfn,h2,θn+n−ν∆θ

converges pointwise to C(h1, h2,∆θ) on H×H, uniformly in ∆θ, θ ∈ Θτ
n.

3. For any τ > 0, the functions ζn(h, θn + n−ν∆θ) converges pointwise to a
function ζ(h,∆θ) on H, uniformly in ∆θ, θ ∈ Θτ

n.
4. The limiting functions C(h1, h2,∆θ) and ζ(h,∆θ) are continuous in ∆θ.

Let Z(h, ξ) be a stochastic process constructed in the following manner. For a
particular realization ξ0 of ξ, generate a Gaussian process Z(h, ξ0) (indepen-
dent of ξ) with drift ζ(·, ξ0) and covariance kernel C(·, ·, ξ0). Then, the process

Zn(·, θ̂n) converges weakly Z(·, ξ) in `∞(H).

The proof is given in Section B.2 of the Supplement. For notational ease, we
assumed each element of the vector θ̂n converges at the same rate (nη). The

extension to the general situation where different elements of θ̂n have different
rates of convergence is not difficult.

In most of our examples, the second stage limit process does not depend on
the behavior of the first stage estimate. This happens when the limits of Cn
and ζn in the above lemma are free of the third argument ∆θ, in which case the
following result holds.

Corollary 1. Consider the setup of Theorem 2. Additionally, assume that for
any τ > 0,

1. The covariance function

Cn(h1, h2, θ) = Pfn,h1,θfn,h2,θ − Pfn,h1,θPfn,h2,θ

converges pointwise to C(h1, h2) on H×H, uniformly in θ, θ ∈ Θτ
n.

2. The functions ζn(h, θ) converges pointwise to a function ζ(h) on H, uni-
formly in θ, θ ∈ Θτ

n.

Let Z(h) be a Gaussian process with drift ζ(·) and covariance kernel C(·, ·).
Then, the process Zn(·, θ̂n) converges weakly to Z(·) in `∞(H).

Remark 1. The asymptotic dependence of the second stage processes on the
limit of the first stage process, alluded to above, does appear in connection with
certain curious aspects of the mode estimation problem considered in Section 6.
See Theorem 10 and its proof.

In our applications, the process Zn(h, θ̂n) is defined for h in a Euclidean

space, say H̃ = Rp and Theorem 1 is used to show that ĥn := sn(d̂n − dn),
which assumes values in H̃, is Op(1). The process Zn is viewed as living in
Bloc(Rp) = {f : Rp 7→ R : f is bounded on [−T, T ]p for any T > 0}, the space
of locally bounded functions on Rp.

To deduce the limit distribution of ĥn, we first show that for a process Z(h, ξ)
in Cmin(Rp) = {f ∈ Bloc(Rp) : f possesses a unique minimum and f(x) → ∞
as ‖x‖ → ∞}, the process Zn(h, θ̂n) converges to Z(h, ξ) in Bloc(Rp). This is

accomplished by showing that on every [−T, T ]p, Zn(h, θ̂n) converges to Z(h, ξ)
on `∞([−T, T ]p), using Theorem 2 and Lemma 2. An application of the argmin
continuous mapping theorem (Theorem 2.7) of Kim and Pollard (1990) now

yields the desired result, i.e., ĥn
d→ argminh∈Rp Z(h, ξ).

Next, based on our discussion above, we provide a road-map for establishing
key results in multi-stage problems.
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I Rate of convergence.
1. With θ̂n denoting the first stage estimate, identify the second stage cri-

terion as a bivariate function Mn(d, θ̂n) and its population equivalent

Mn(d, θ̂n). A useful choice for Mn is Mn(d, θ) = E [Mn(d, θ)]. The non-
random process Mn is at its minimum at dn which either equals the pa-
rameter of interest d0 or is asymptotically close to it.

2. Arrive at ρn(d, dn) using (2.2) which typically involves a second order
Taylor expansion when Mn is smooth (Section 3 deals with a non-smooth
case). The distance ρn is typically some function of the Euclidean metric.

3. Justify the convergence P
(
ρn(d̂n, dn) ≥ κn

)
to zero using Lemma 1, if

needed and derive a bound on the modulus of continuity as in (2.3). This
typically requires VC or bracketing arguments such as Theorem 2.14.1 of
van der Vaart and Wellner (1996). With suitably selected Kτ , Θτ

n can be
chosen to be shrinking sets of type [θn − Kτ/n

ν , θn + Kτ/n
ν ], when a

result of the type nν(θ̂n − θn) = Op(1) holds. Such choices typically yield
efficient bounds for (2.3).

4. Derive the rate of convergence using Theorem 1.
II Limit Distribution.
5. Express the local process Zn as an empirical process acting on a class of

functions and a drift term (2.6).
6. Use Theorem 2 and Lemma 2 or Corollary 1 to derive the limit process Z

and apply argmin continuous mapping to derive the limiting distribution
of d̂n.

Remark 2. Note that our results are also relevant to situations where certain
extra/nuisance parameters are estimated from separate data and argmax/argmin
functionals of the empirical process acting on functions involving these esti-
mated parameters are considered. We note here that van der Vaart and Well-
ner (2007) considered similar problems where they provided sufficient condi-
tions for replacing such estimated parameters by their true values, in the sense

that supd∈D

∣∣∣Gn(fd,θ̂ − fd,θ0)
∣∣∣ converges in probability to zero. Here, Gn =

√
n(Pn−P ), with Pn denoting the empirical measure, fd,θ are measurable func-

tions indexed by (d, θ) ∈ D×Θ and θ̂ denotes a suitable estimate of the nuisance
parameter θ0. We show that while a result of the above form does not generally
hold for our examples, (see Proposition 1), the final limit distribution can still
have a form with estimated nuisance parameters replaced by their true values.

In the following sections, we illustrate the above results. Specifically, in Sec-
tion 3 we study change-points in a regression setting, first illustrating the case
for a single change–point and then generalizing to multiple change-points. Our
second illustration, presented in Section 4 deals with the problem of additive
isotonic regression in which the goal is to estimate the inverses of the component
functions at pre-specified points. Both these examples exemplify the scenario of
multiple sampling domains at Stage 2 discussed above. The third example in
Section 5 addresses the problem of estimating the mode of a regression function
in a fully nonparametric fashion. The fourth example deals with a cusp estima-
tion problem in the context of an MED-type problem (minimum effective dose)
where the regression function is initially flat but then deviates from its baseline
value. The order of the cusp affects the acceleration in the rate of the second
stage estimator. In our final example, in Section 7, we examine a flexible clas-
sifier, where the adaptive sampling design shares strong similarities with active
learning procedures.
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3. Change-point model with fainting signal

We consider a change-point model of the form Y = mn(X) + ε, where

mn(x) = αn1[x ≤ d0] + βn1[x > d0]

for an unknown d0 ∈ (0, 1) and βn − αn = c0n
−ξ, c0 > 0 and ξ < 1/2. The

errors ε are independent of X and have mean 0 and variance σ2. In contrast with
the change-point model considered in Lan, Banerjee and Michailidis (2009), the
signal in the model βn − αn decreases with n. A similar model with decreasing
signal was studied in Müller and Song (1997). We assume that the experimenter
has the freedom to choose the design points to sample and budget (of size) n at
their disposal. We apply the following two-stage approach.

1. At stage one, sample n1 = pn covariate values, (p ∈ (0, 1)), from a uni-

form design on D = [0, 1] and, from the obtained data, {(Y (1)
i , X

(1)
i )}n1

i=1,
estimate αn, βn and d0 by

θ̂n1 =
(
α̂, β̂, d̂1

)
= argmin

α,β,d

n1∑
i=1

[
(Y

(1)
i − α)21

[
X

(1)
i ≤ d

]
+ (Y

(1)
i − β)21

[
X

(1)
i > d

]]
.

These are simply the least squares estimates.
2. For K > 0 and γ > 0, sample the remaining n2 = (1 − p)n covariate-

response pairs {
(
Y

(2)
i , X

(2)
i

)
}n2
i=1, where

Y
(2)
i = αn1[X

(2)
i ≤ d0] + βn1[X

(2)
i > d0] + εi

and X
(2)
i ’s are sampled uniformly from the interval Dθ̂n1

= [d̂1 −

Kn1
−γ , d̂1 + Kn1

−γ ]. The X
(2)
i ’s are viewed as arising from n i.i.d.

Uniform[−1, 1] random variables {Ui}n2
i=1: specifically, X

(2)
i := d̂1 +

UiK n−γ1 , with the {Ui}n2
i=1 being independent of the i.i.d. sequence of

errors {εi}n2
i=1, and both U ’s and ε’s are independent of the first stage

data. Obtain an updated estimate of d0 by

d̂2 = argmin
d∈Dθ̂n

n2∑
i=1

[
(Y

(2)
i − α̂)21

[
X

(2)
i ≤ d

]
+ (Y

(2)
i − β̂)21

[
X

(2)
i > d

]]
.

(3.1)

Here, γ is chosen such that P
(
d0 ∈ [d̂1 −Kn1

−γ , d̂1 +Kn1
−γ ]
)

converges to 1.

Intuitively, this condition compels the second stage design interval to contain
d0 with high probability. This is needed as the objective function relies on the
dichotomous behavior of the regression function on either side of d0 for estimat-
ing the change-point. If the second stage interval does not include d0 (with high
probability), the stretch of the regression function, mn, observed (with noise) is
simply flat, thus failing to provide information about d0.

In Bhattacharya and Brockwell (1976) and Bhattacharya (1987), similar mod-
els were studied in a one-stage fixed design setting. By a minor extension of
their results, it can be shown that n1

ν(d̂1 − d0) = Op(1) for ν = 1 − 2ξ,
√
n1(α̂ − αn) = Op(1) and

√
n1(β̂ − βn) = Op(1). Hence, any choice of γ < ν

suffices.
For simplicity, we assume that the experimenter works with a uniform ran-

dom design at both stages. An extension to designs with absolutely continuous
positive densities supported on an interval is straightforward.
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The expression in (3.1) can be simplified to yield

d̂2 = argmin
d∈Dθ̂n1

Mn2
(d, θ̂n1

) (3.2)

where for θ = (α, β, µ) ∈ R3,

Mn2
(d, θ) =

sgn(β − α)

n2

n2∑
i=1

(
Y

(2)
i − α+ β

2

)(
1
[
X

(2)
i ≤ d

]
− 1

[
X

(2)
i ≤ d0

])
with X

(2)
i ∼ Uniform[µ−Kn1

−γ , µ+Kn1
−γ ], θ̂n1

= (α̂, β̂, d̂1) and sgn denoting
the sign function. We take Mn2

(d, θ) = E [Mn2
(d, θ)] to apply Theorem 1, which

yields the following result on the rate of convergence of d̂2.

Theorem 3. For d̂2 defined in (3.2) and η = 1 + γ − 2ξ

nη(d̂2 − d0) = Op(1).

The proof, which is an application of Theorem 1, illustrates the typical
challenges involved in verifying its conditions and is given in Section A.3.

To deduce the limit distribution of d̂2, consider the process

Zn2(h, θ) =
1

nξ2

n2∑
i=1

(
Y

(2)
i − α+ β

2

)(
1
[
X

(2)
i ≤ d0 + hn−η

]
− 1

[
X

(2)
i ≤ d0

])
(3.3)

with X
(2)
i ∼ Uniform[µ − Kn1

−γ , µ + Kn1
−γ ]. Note that nη(d̂2 − d0) =

argminh Zn2
(h, θ̂). Letting V = (U, ε) denote a generic (Ui, εi), it is convenient

to write Zn2
as

Zn2
(h, θ) = Gn2

fn2,h,θ(V ) + ζn2
(h, θ), (3.4)

where ζn2(h, θ) =
√
n2Pfn2,h,θ(V ) and

fn2,h,θ(V ) = n
1/2−ξ
2

(
mn(µ+ UKn−γ1 ) + ε− α+ β

2

)
×(

1
[
µ+ UKn−γ1 ≤ d0 + hn−η

]
− 1

[
µ+ UKn−γ1 ≤ d0

])
.

This is precisely the form of the local process needed for Theorem 2. We next
use it to deduce the weak limit of the process Zn2

(h, θ̂).

Theorem 4. Let B be a standard Brownian motion on R and

Z(h) =

√
(1− p)1−2ξpγ

2K
σB(h) +

(1− p)1−ξpγ

2K

c0
2
|h|.

Then, the sequence of stochastic process Zn2(h), h ∈ R are asymptotically tight
and converge weakly to the process Z(h).

The proof, which uses Theorem 2 and Lemma 1, is provided in Section A.4.

Comparison with results from van der Vaart and Wellner (2007). As mentioned
earlier, van der Vaart and Wellner (2007) derived sufficient conditions to prove

results of the form supd∈D

∣∣∣Gn(fd,θ̂ − fd,θ0)
∣∣∣ p→ 0, where {fd,θ : d ∈ D, θ ∈ Θ}

is a suitable class of measurable functions and θ̂ is a consistent estimate of θ0.
If such a result were to hold in the above model, the derivation of the limit
process would boil down to working with the process {Gnfd,θ0 : d ∈ D}, which
is much simpler to work with. However, we show below that for h 6= 0,

Tn2
:= (Zn2

(h, αn, βn, d̂1)− Zn2
(h, αn, βn, d0)) (3.5)
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does not converge in probability to zero, let alone the supremum of the above
over h in compact sets and hence, the results in van der Vaart and Wellner
(2007) do not apply. Similar phenomena can be shown to hold for the examples
we consider in later sections.

Proposition 1. Let π2
0 := σ2pγ(1 − p)1−2ξ|h|/K and Tn2 be as defined in

(3.5). Then, for h 6= 0, Tn2
converges to a normal distribution with mean 0 and

variance π2
0.

The proof is given in Section B.3 of the Supplement. We now provide the
limiting distribution of d̂2.

Theorem 5. The process Z possesses a unique tight argmin almost surely and
for λ0 = (8Kσ2)/(c20(1− p)pγ),

nη(d̂2 − d0)
d→ argmin

h
Z(h)

d
= λ0 argmin

v
[B(v) + |v|] .

Remark 3. We considered a uniform random design for sampling at both
stages. The results extend readily to other suitable designs. For example, if the

second stage design points are sampled as X
(2)
i = d̂1 + ViKn

−γ
1 , where Vi’s are

i.i.d. realizations from a distribution with a (general) positive continuous den-

sity ψ supported on [−1, 1], it can be shown that d̂2 attains the same rate of
convergence. The limit distribution has the same form as above with λ0 replaced
by λ0/(2ψ(0)).

The proof is given in Section A.5.

Optimal allocation. The interval from which the covariates are sampled
at the second stage is chosen such that the change-point d0 would be contained
in the prescribed interval with high probability, i.e., we pick K and γ such that

P
(
d0 ∈ [d̂1 −Kn1

−γ , d̂1 +Kn1
−γ ]
)

converges to 1. But, in practice for a fixed

n, a suitable choice would be

Kn1
−γ ≈

Cτ/2

n1−2ξ
1

for a small τ , with Cτ/2 being the (1− τ/2)th quantile of the limiting distribu-

tion of n1−2ξ
1 (d̂1 − d0) which is symmetric around zero. As argminv [B(v) + |v|]

is a symmetric random variable, the variance of (d̂2 − d0) would then be (ap-
proximately) smallest when

λ0

nη
=

8Kσ2

c20(1− p)pγnη
=

8σ2Cτ/2

c20(1− p)pγnηn1−γ−2ξ
1

=
8σ2Cτ/2

c20(1− p)p1−2ξn2(1−2ξ)

is at its minimum. This yields the optimal choice of p to be popt = (1−2ξ)/(2(1−
ξ)).

4. Inverse Isotonic Regression

In this section, we consider the problem of estimating the inverse of a monotone
regression function at a pre-specified point t0 using multi-stage procedures. Re-
sponses (Y,X) are obtained from a model of the form Y = r(X) + ε, where r is
a monotone function on [0,1] and the experimenter has the freedom to choose
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the design points. It is of interest to estimate the threshold d0 = r−1(t0) for
some t0 in the interior of the range of r with r′(d0) > 0.
The estimation procedure is summarized below: First, sample n1 = p×n covari-
ate values uniformly from [0, 1] and obtain the corresponding responses. From

the data, {(Y (1)
i , X

(1)
i )}n1

i=1, obtain the isotonic regression estimate r̂n1
of r (see

Robertson, Wright and Dykstra (1988, Chapter 1)) and, subsequently, an esti-

mate d̂1 = r̂−1
n1

(t0) of d0. Sample the remaining n2 = (1−p)n covariate-response

pairs {(Y (2)
i , X

(2)
i )}n2

i=1, in the same way as in Step 2 of the two-stage approach

in Section 3, but now γ < 1/3 and Y
(2)
i = r(X

(2)
i ) + ε

(2)
i . Obtain an updated

estimate d̂2 = r̂−1
n2

(t0) of d0, r̂n2
being the isotonic regression estimate based on

{Y (2)
i , X

(2)
i }i≤n2

, and r̂−1
n2

the right continuous inverse of r̂n2
.

In this study, we rigorously establish the limiting properties of d̂2. The parame-

ter γ is chosen such that P
(
d0 ∈ [d̂1 −Kn−γ1 , d̂1 +Kn−γ1 ]

)
converges to 1. As

n
1/3
1 (d̂1 − d0) = Op(1) (see, for example, Tang, Banerjee and Michailidis (2011,

Theorem 2.1)), any choice of γ < 1/3 suffices.
The switching relationship (Groeneboom, 1985, 1989) is useful in studying

the limiting behavior of r̂n2 through M-estimation theory. It simply relates the
estimator r̂n2

to the minima of a tractable process as follows. Let

V 0(x) =
1

n2

n2∑
i=1

Y
(2)
i 1

[
X

(2)
i ≤ x

]
and G0(x) =

1

n2

n2∑
i=1

1
[
X

(2)
i ≤ x

]
.

For θ̂n1
= d̂1 and any d ∈ [θ̂n1

−Kn−γ1 , θ̂n1
+Kn−γ1 ], the following (switching)

relation holds with probability one:

r̂n2
(d) ≤ t ⇔ argmin

x∈[θ̂n1
−Kn−γ1 ,θ̂n1

+Kn−γ1 ]

{V 0(x)− tG0(x)} ≥ X(2)
(d) , (4.1)

where X
(2)
(d) is the last covariate value X

(2)
i to the left of d and the argmin denotes

the smallest minimizer (if there are several). As r̂−1
n2

is the right continuous
inverse of r̂n2

, r̂n2
(d) ≤ t⇔ d ≤ r̂−1

n2
(t) and hence, using (4.1) at t = t0 = r(d0),

we get

d̂2 = r̂−1
n2

(t0) ≥ d ⇔ argmin
x∈[θ̂n1

−Kn−γ1 ,θ̂n1
+Kn−γ1 ]

{V 0(x)− r(d0)G0(x)} ≥ X(2)
(d) .

(4.2)
Let

x̂ = argmin
x∈[θ̂n1−Kn

−γ
1 ,θ̂n1+Kn−γ1 ]

{V 0(x)− r(d0)G0(x)}.

Note that both x̂ and d̂2 are order statistics of X (since r̂n2
(·) and V 0(·) −

r(d0)G0(·) are piecewise constant functions). In fact, it can be shown using

(4.2) twice (once at d = d̂2 and the second time with d being the order statistic

to the immediate right of d̂2) that they are consecutive order statistics with
probability one. Hence,

d̂2 = x̂+Op

(
(2Kn−γ1 )

log n2

n2

)
= x̂+Op

(
log n

n1+γ

)
. (4.3)

The Op term in the above display corresponds to the order of the maximum of
the differences between consecutive order statistics (from n2 realizations from a
uniform distribution on an interval of length 2Kn−γ1 ). We will later show that
n(1+γ)/3(x̂− d0) = Op(1). As n(1+γ)/3 = o(n1+γ/ log n), it suffices to study the
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limiting behavior of x̂ to arrive at the asymptotic distribution of d̂2. To this end,
we start with an investigation of a version of the process {V 0(x)− r(d0)G0(x)}
at the resolution of the second stage “zoomed-in” neighborhood, given by

Vn2
(u) = Pn2

(Y (2) − r(d0))1
[
X(2) ≤ d0 + un−γ2

]
.

For Dθ̂n1
=
[
nγ2(θ̂n1

−Kn−γ1 ), nγ2(θ̂n1
+Kn−γ1 )

]
,

û := nγ2(x̂− d0) = argmin
u∈Dθ̂n1

Vn2
(u).

Further, let U ∼ Uniform[−1, 1] and V = (U, ε). Note that X(2) = θ̂n1
+UKn−γ1

and Y (2) = r(θ̂n1
+ UKn−γ1 ) + ε. Let

gn2,u,θ(V ) = nγ2
(
r(θ + UKn−γ1 ) + ε− r(d0)

)
×(

1
[
θ + UKn−γ1 ≤ d0 + un−γ2

]
− 1

[
θ + UKn−γ1 ≤ d0

])
.

Also, let
Mn2

(u, θ) = Pn2
[gn2,u,θ(V )] .

Then, û = argminu∈Dθ̂n1

Mn2

(
u, θ̂n1

)
. Let Mn2(u, θ) = Pgn2,u,θ which, by

monotonicity of r, is non-negative. Also, let θ0 = d0 and Θτ
n1

= {θ : |θ − θ0| ≤
Kτn

−1/3
1 } where Kτ is chosen such that P

(
θ̂n1
∈ Θτ

n1

)
> 1 − τ for τ > 0.

As γ < 1/3, 0 is contained in all the intervals Dθ, θ ∈ Θτ
n1

(equivalently,

d0 ∈ [θ − Kn−γ1 , θ + Kn−γ1 ]), eventually. Note that Mn2
(0, θ) = 0. Hence, 0

is a minimizer of Mn2(·, θ) over Dθ for each θ ∈ Θτ
n. The process Mn2 is a

population equivalent of Mn2 and hence, û estimates 0. We have the following
result for the rate of convergence of û.

Theorem 6. Assume that r is continuously differentiable in a neighborhood of
d0 with r′(d0) 6= 0. Then, for α = (1− 2γ)/3, nα2 û = Op(1).

The proof, which relies on Theorem 1 is given in Section B.4 of the Supple-
ment. Next, we derive the limiting distribution of d̂2 by studying the limiting

behavior of ŵ = nα2 û = n
(1+γ)/3
2 (x̂ − d0). Let fn2,w,θ = n2

1/6−4γ/3gn2,wn
−α
2 ,θ,

ζn2
(w, θ) =

√
n2Pfn2,w,θ and

Zn2(w, θ) = Gn2fn2,w,θ + ζn2(w, θ).

Then, nα2 û = ŵ = argminw:n−α2 w∈Dθ̂n1

Zn2(w, θ̂n1). We have the following result

for the weak convergence of Zn2
.

Theorem 7. Let B be a standard Brownian motion on R and

Z(w) = σ

√
pγ

2K(1− p)γ
B(w) +

(
p

1− p

)γ
r′(d0)

4K
w2.

The processes Zn2(w, θ̂n1) are asymptotically tight and converge weakly to Z.
Further,

n(1+γ)/3(d̂2 − d0)
d→
(

8σ2K

(r′(d0))2pγ(1− p)

)1/3

argmin
w
{B(w) + w2}.

The proof is given in Section B.5 of the Supplement where the first part of the
theorem is established by an application of Theorem 2 and Corollary 1. Next, an
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application of an argmin continuous mapping theorem (Kim and Pollard, 1990,

Theorem 2.7) shows the limit distribution of n
(1+γ)/3
2 (x̂2 − d0) to be that of

the unique minimizer of Z(h), which, along with (4.3) and rescaling arguments
gives us the final result.
Again, similar to the change-point problem, extensions of the above result to
non-uniform random designs are possible as well. Also, the proportion p can be
optimally chosen (to be 1/4) to minimize the limiting variance of the second
stage estimate. More details on this and related implementation issues can be
found in Tang et al. (2015, Section 2.4).

5. A mode estimation problem

Consider a model of the form Y = m(X) + ε in a design setting where
m(x) = m̃(||x−d0||) with m̃ : [0,∞) 7→ R being a monotone decreasing function.
Consequently, the regression function m is unimodal and symmetric around d0.
Interest centers on estimating the point of maximum d0 which can be thought of
as a target or a source emanating signal isotropically in all directions. This is a
canonical problem that has received a lot of attention in the statistics literature
(see discussion in Belitser, Ghosal and van Zanten (2013)), but also has interest-
ing applications in target detection problems using wireless sensor technology;
see Katenka, Levina and Michailidis (2008). In the latter case, one is interested in
estimating the location of a target d0 from noisy signals Yi = m̃(||Xi−d0||)+εi,
obtained from sensors at locations Xi. In many practical settings, in order for
the sensors to save on battery and minimize communications, only a fraction of
the available sensors is turned on and if a target is detected additional sensors
are switched on to improve its localization. In this section we study this prob-
lem under multistage sampling and for simplicity restrict to a one-dimensional
covariate (but see the discussion at the end of Section 9 for multivariate regres-
sors).

We assume that m̃′(0) < 0, which corresponds to a cusp-like assumption
on the signal. We propose the following two-stage, computationally simple ap-
proach, which is adapted from the shorth procedure (see, for example, Kim and
Pollard (1990, Section 6)) originally developed to find the mode of a symmetric
density.

1. At stage one, sample n1 = pn (p ∈ (0, 1)) covariate values uniformly

from [0, 1] and, from the obtained data, (Y
(1)
i , X

(1)
i )n1

i=1, estimate d0 by

d̂1 = argmaxd∈(b,1−b) Mn1(d), where

Mn1
(d) = Pn1

Y (1)1
[
|X(1) − d| ≤ b

]
, (5.1)

where the bin-width b > 0 is sufficiently small so that [d0−b, d0+b] ⊂ (0, 1).
Note that the estimate is easy to compute as the search for the maximum
of Mn1 is restricted to points d such that either d− b or d+ b is a design
point.

2. For K > b > 0 and γ > 0, sample the remaining n2 = (1− p)n covariate-

response pairs {Y (2)
i , X

(2)
i }, where

Y
(2)
i = m(X

(2)
i ) + ε

(2)
i , X2

i ∼ Uniform[d̂1 −Kn1
−γ , d̂1 +Kn1

−γ ].

Obtain an updated estimate of d0 by

d̂2 = argmax
d∈Dθ̂n1

Mn2(d), where

Mn2
(d) = Pn2

Y (2)1
[
|X(2) − d| ≤ bn−γ1

]
, (5.2)



A. Mallik, M. Banerjee and G. Michailidis/Multistage procedures 14

θ̂n1
= d̂1 and Dθ̂n1

= [θ̂n1
− (K − b)n−γ1 , θ̂n1

+ (K − b)n−γ1 ]. Here, γ is chosen

such that P
(
d0 ∈ [d̂1 − (K − b)n1

−γ , d̂1 + (K − b)n1
−γ ]
)

converges to 1. It will

be shown that n1
1/3(d̂1 − d0) = Op(1). Hence, any choice of γ < 1/3 suffices.

The limiting behavior of the one-stage estimate, which corresponds to the
case n1 = n, is derived next.

Theorem 8. We have n1
1/3(d̂1 − d0) = Op(1) and

n1
1/3(d̂1 − d0)

d⇒ Z :=
(a
c

)2/3

argmax
{
B(h)− h2

}
(5.3)

where a =
√

2(m2(d0 + b) + σ2) and c = −m′(d0 + b) > 0.

The proof follows from applications of standard empirical process results and
is outlined in Section B.7 of the Supplement.

Remark 4. We note that the one-stage result does not require the assumption
that m̃′(0) < 0 and is valid for both smooth and non-smooth signals at 0. The
criticality of that assumption for obtaining gains out of a two-stage procedure
will be clear from the following theorem.

For the second stage estimate, employing the general results from Section 2,
we establish the following in Section B.8 of the Supplement.

Theorem 9. We have n2
(1+γ)/3(d̂2 − d0) = Op(1) and

n(1+γ)/3(d̂2 − d0)
d→
(

4K(m2(d0) + σ2)

(m′(d0+))2pγ(1− p)

)1/3

argmax
{
B(h)− h2

}
(5.4)

Remark 5. It follows from the above result that small magnitudes of m′(d0+)
lead to higher variability in the second stage estimate and suggests that for
smooth functions, when m′(d0) = 0, the limiting variance of n(1+γ)/3(d̂2 − d0)
blows up to infinity. That this is indeed the case will be seen shortly, as the actual
rate of convergence of the two-stage estimator obtained via the above procedure
is slower for smooth m.

Remark 6. It is worthwhile to point out that the symmetry of the function m
around d0 is also crucial. If m were not symmetric, our estimate from stage
one, which reports the center of the bin (with width 2b) having the maximum
average response as the estimate of d0, need not be consistent. For example, when
m(x) = exp(−a1|x− d0|) for x ≤ d0, and m(x) = exp(−a2|x− d0|) for x > d0,
(a1 6= a2) it can be shown that the expected criterion function, E [Mn1(d)] is

minimized at d∗ = d0 + (a1 − a2)b/(a1 + a2) 6= d0 and that d̂1 is a consistent
estimate of d∗.

Remark 7. It is critical here to work with a uniform design for this problem.
The uniform design at each stage ensures that the population criterion function
is maximized at the true parameter d0. With a non-uniform design at stage one,
d̂1 will generally not be consistent for d0. Further, if a non-uniform random
design (symmetric about d̂1) is used at stage two (with a uniform design at stage

one), d̂2 cannot be expected to converge at a rate faster than n1/3 as it effectively

ends up estimating an intermediate point between d0 and d̂1. See Remark 10 for
more (technical) details.

Remark 8. Root finding algorithms (Robbins and Monro, 1951) and their ex-
tensions (Kiefer and Wolfowitz, 1952) provide a classical approach for locating
the maximum of a regression function in an experimental design setting. How-
ever, due to the non-smooth nature of our problem (m not being differentiable
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at d0), d0 is no longer the solution to the equation m′(d) = 0, and therefore,
these algorithms do not apply.

As was the case with the change-point and inverse isotonic regression prob-
lem, an optimal choice for the proportion p exists that minimizes the limiting
variance of the second stage estimate. As before, K and γ are chosen in prac-

tice such that Kn1
−γ ≈ Cτ/2/n

1/3
1 , where Cτ/2 is the (1 − τ/2)’th quantile of

the limiting distribution of n
1/3
1 (d̂1 − d0). The variance of (d̂2 − d0) would be

(approximately) at its minimum when

1

n(1+γ)/3

(
4K(m2(d0) + σ2)

(m′(d0+))2pγ(1− p)

)1/3

≈ 1

n4/9

(
4Cτ/2(m2(d0) + σ2)

(m′(d0+))2p1/3(1− p)

)1/3

is at its minimum. Equivalently, p1/3(1 − p) needs to be at its maximum. This
yields the optimal choice of p to be popt ≈ 0.25.

The case of a smooth m. Next, we address the situation where m is smooth, i.e.,
m′(d0) exists and equals zero. In this setting, the above approach is not useful.
In contrast to the rate acceleration observed for non-smooth (at 0) m case, here
the rate actually decelerates: it can actually be shown that the second stage
estimate converges at a slower rate (n(1−γ)/3) than the first stage estimate
(see Remark 11 in the Supplement). This is due to the fact that the function
m appears almost flat in the (second stage) zoomed-in neighborhood and our
criterion that simply relies on finding the bin with maximum average response
is not able to distinguish d0 well from other local points in the zoomed-in
neighborhood. However, if one were to use a a symmetric (non-uniform)
design centered at the first stage estimate for the second stage of sampling, an
n1/3-rate of convergence can be maintained for the second stage estimate (see
Remark 12 in the Supplement for a technical explanation).
More formally, let Wi’s, 1 ≤ i ≤ n2, be i.i.d. realizations from density g, which
is symmetric around 0. We assume g to be Lipschitz of order 1, supported
on [-1,1], with g′(x) 6= 0 on (−1, 1, )\{0}. The second stage design points are

now taken to be X
(2)
i = d̂1 + WiKn

−γ
1 , 1 ≤ i ≤ n2. The rest of the procedure

remains the same (as described at the beginning of this section) for constructing

the second stage estimate d̂2. The following result can then be deduced.

Theorem 10. Assume that the design density g is Lipschitz of order 1. Then
n2

1/3(d̂2 − d0) = Op(1) and

n2
1/3(d̂2 − d0)⇒

(
1− p
p

)1/3

Z (5.5)

Consequently, n1/3(d̂2 − d0)⇒ p−1/3Z.

A sketch of the proof is given in Section B.9 of the Supplement. In particular,
it is interesting to note that the asymptotic randomness in d̂2 comes from the
first stage, unlike the other examples examined. The form of the limit distri-
bution shows that a larger p yields a smaller limiting variance, and that the
precision of the estimate is greatest when p = 1, i.e. a one-stage procedure,
which tallies with the result in Theorem 8.

We end this section by pointing out the contrasts between the mode es-
timation problem and the change-point/ isotonic regression problems. In the
latter problems, the design density at d0 appears as a variance reducing fac-
tor in the limit distribution of the first stage estimator itself; see, for example,
Tang, Banerjee and Michailidis (2011, Theorem 2.1) for the result on the iso-
tonic regression problem with general sampling designs. A two-stage procedure
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is formulated to leverage on this phenomenon by sampling more points close to
d̂1, the first stage estimate of d0. A second stage design peaking at d̂1 (instead
of a flat design) then leads to further gains (see Remark 5). In contrast with
these problems, the mode estimation procedure need not be consistent at the
first stage when the covariates are sampled from a non-flat design (see Remarks
7 and 10). The interaction with the sampling design is much more complex than
the design density simply appearing as a variance reducing factor. Hence, mov-
ing to a two-stage procedure and the use of non-flat densities do not necessarily
buy us gains, as demonstrated by the theorems in this section.

There are some other multistage methods applicable to this smooth m setting
as well. Once could conceive fitting a quadratic curve (which is the local nature
of the regression function m, as m′′(d0) 6= 0) to the data obtained from the
second stage, akin to the ideas in Belitser, Ghosal and van Zanten (2013) and
Hotelling (1941). The Kiefer-Wolfowitz procedure (Kiefer and Wolfowitz, 1952)
previously mentioned, that involves sampling 2 points at each of the n/2 stages,
can be used to estimate the location of the maximum as well, since m′(d0) = 0.

6. A cusp estimation problem

Consider the model Y = µ(X) + ε where X assumes values in [0, 1], µ(x) = 0
for x ≤ d0 for some d0 ∈ (0, 1)and µ(x) > 0 for x > d0. We assume henceforth
that µ has a cusp of order k ≥ 1 at d0, i.e. µ is k − 1 times differentiable at d0

with µ(j)(d0) = 0 for j ≤ k − 1 and µ(k)(d0−) = 0 whilst µ(k)(d0+) > 0. Also
assume that everywhere else µ is k times continuously differentiable.
Finally, we assume for simplicity that X is uniformly distributed. Our goal is
to estimate d0, the cusp. We first concentrate on the one-stage problem. Our
estimate of d0 is:

d̂n = arg minPn [(Y − τn) 1(X ≤ d)] ,

where τn = c0 n
−ξ. The population parameter at stage n is

dn = arg minMn(d) = arg min

∫ d

0

(µ(x)− τn) dx ,

and solves µ(dn) = τn. Note that for any x in a small right-neighborhood of d0,
µ(x)−µ(d0) ≥ c (x−d0)k, with c > 0 involving the positive lower bound on the
k’th derivative of µ in this small right-neigborhood. Also nξ/k(dn−d0)→ l > 0.
The above facts are a simple consequence of Taylor expansions.

Now, for d < d0,

Mn(d)−Mn(dn) = −
∫ dn

d

(µ(x)− τn) dx

= τn |d− d0|+
∫ dn

d0

(µ(dn)− µ(x)) dx

≥ τn |d− d0|+ c

∫ dn

d0

(dn − x)k

� n−ξ |d− d0|+ |dn − d0|k+1

� n−ξ |d− d0|+ n−ξ |dn − d0| ,

where we use the fact that nξ(dn − d0) converges to a positive limit. The fact
that µ(dn) − µ(x) is larger than (dn − x)k up to a constant uses an argument
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similar to the one below (when we deal with d > dn). For d > dn,

Mn(d)−Mn(dn) =

∫ d

dn

(µ(x)− τn) dx

=

∫ d

dn

(µ(x)− µ(dn)) dx

�
∫ d

dn

(x− dn)k dx � (d− dn)k+1 .

The last step needs justification. To this end write

µ(x)−µ(dn) = µ′(dn) (x−dn)+µ′′(dn)(x−dn)2/2!+ . . .+µ(k)(d?n)(x−dn)k/k! ,

and observe that µ′(dn), . . . µ(k−1)(dn) are all non-negative and use the positive
lower bound on µ(k)(d?n) on [d0, d0+ε0]. The fact that the lower order derivatives
are all non-negative follows from another Taylor expansion: for example:

µ′(dn) = µ′(dn)− µ′(d0) = µ(k)(d̃n) (dn − d0)k−1/(k − 1)! ,

for an intermediate point. Thus:

ρ2(d, dn) = n−ξ (|d− d0|+ |dn − d0|)1 (d ≤ d0) + (d− dn)k+1 1(d > d0) .

Next, ρ(d, dn) < δ translates to:

{|d−d0| ≤ (δ2 nξ−|dn−d0|), d ≤ d0}∪{d0 < d ≤ dn}+{|d−dn| ≤ δ2/(k+1), d > dn} .

Next,

E

[
sup

ρ(d,dn)≤δ
|Gn {(Y − τn) (1(X ≤ d)− 1(X ≤ dn))}|

]
. (P M2

δ )1/2 ,

where Mδ is an envelope function for the class of functions involved. Now, note
that the set of d’s corresponding to the δ-neighborhood is contained in

[d0 − δ2 nξ + |dn − d0|, dn + δ2/(k+1)] = [dn − δ2 nξ, dn + δ2/(k+1)] .

and an envelope function is easily given by:

Mn,δ = (Const + |ε|) 1(X ∈ [dn − δ2 nξ, dn + δ2/(k+1)]) .

This leads to
φn(δ) = δ1/(k+1) + δ nξ/2 .

Invoking r2
n φn(1/rn) .

√
n, gives: r

2−1/(k+1)
n ≤

√
n and rn ≤ n(1−ξ)/2, which

can be rewritten as r2
n ≤ n(k+1)/(2k+1) and r2

n ≤ n1−ξ. Using r2
n ρ

2(d̂n, dn) =
Op(1) and using the upper bounds on r2

n just deduced, we get:

n1−2 ξ(|d̂n − d0|+ |dn − d0|) 1(d̂n < d0) = Op(1) ,

n(k+1)/(2k+1)−ξ (|d̂n − d0|+ |dn − d0|) 1(d̂n < d0) = Op(1) ,

(n1−ξ |d̂n − dn|k+1 + n(k+1)/(2k+1) |d̂n − dn|k+1) 1(d̂n > d0) = Op(1) ;

and since nξ/k(dn − d0) has a limit,

nξ/k (d̂n − d0) 1(d0 < d̂n < dn) = Op(1) .
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With ξ = k/(2k + 1), the conditions give n1/(2k+1)(dn − d0) = Op(1) and

n1/(2k+1)(d̂n−dn) = Op(1), leading to the right bias-variance trade-off. A larger
ξ will reduce the order of the distance between dn and d0 but will slow down
the convergence of d̂n to dn. Smaller ξ’s will also not provide a bias-variance
trade-off.
We now come to the two stage procedure, where the first stage estimate is com-
puted based on n1 replicates. The second stage estimate is computed from a

sample of size n2: {Y (2)
i , X

(2)
i }

n2
i=1 with Y

(2)
i = µ(X

(2)
i )+ ε

(2)
i , for i = 1, 2, . . . , n2

and X
(2)
i = d̂n + UiK n−γ1 , Ui uniformly distributed on [0, 1]. The second

stage estimate is given by: d̂
(2)
n = arg mind∈Dθ̂n Mn(d, θ̂n) where θ̂n = d̂

(1)
n ,

Dθ̂n = [θ̂n ±K n−γ1 ] with γ < 1/(2k + 1) and for d ∈ Dθ,

Mn(d, θ) = P(2)
n [(Y (2) − τ̃n) 1(X(2) ≤ d)] ,

with τ̃n = c0 n
−ξ̃
1 and ξ̃ > k/(2k + 1). The set Θτ

n1
can be taken to be

[d0 ±Kτ n
−1/(2k+1)
1 ] for some suitable large Kτ .

Theorem 11. For ξ̃ = (1 + γ)k/(2k + 1) and γ < 1/(2k + 1), we have

n(1+γ)/(2k+1)(d̂2 − d0) = Op(1)

Proof. We start with generic ξ̃ below. Note that the second stage population

parameter d
(2)
n ≡ arg mind∈Dθn Mn(d, θn) where θn = d0 and

Mn(d, θ) = P (2)
n [(Y (2) − τ̃n) 1(X(2) ≤ d)] .

It is easy to check that as ξ̃/k > 1/(2k + 1) > γ, for all sufficiently large n, for
each θ ∈ Θτ

n (and in particular when θ = d0),

θ −K n−γ1 < d0 < d(2)
n < θ +K n−γ1

and that n
ξ̃/k
1 (d

(2)
n − d0)→ l2. Next, consider for d ∈ Dθ,

Mn(d, θ)−Mn(d(2)
n , θ) � n−ξ̃+γ1 (|d−d0|+|d(2)

n −d0|) 1(d < d0)+nγ1 |d−d(2)
n |k+1 1(d > d(2)

n ) ,

by parallel calculations to the first-stage. The factor nγ1 comes from the density
of the Ui’s and the constant involved in � only (possibly) depends on τ which
determines the neighborhood Θτ

n. Hence:

ρ2(d, d(2)
n ) = n−ξ̃+γ1 (|d−d0|+ |d(2)

n −d0|) 1(d < d0)+nγ1 |d−d(2)
n |k+1 1(d > d(2)

n ) .

Hence the set ρn(d, d
(2)
n ) < δ is contained in [d0 − δ2 n−γ+ξ̃

1 + (d
(2)
n − d0), d

(2)
n +

δ2/(k+1) n
−γ/(k+1)
1 ]. The corresponding envelope function whose L2 norm yields

φn(δ) is therefore given by:

M
(2)
n,δ = (Const + |ε(2)|) 1(X(2) ∈ [d(2)

n − δ2 n−γ+ξ, d(2)
n + δ2/(k+1) n

−γ/(k+1)
1 ]) ,

leading to√
P (2)

(
[M

(2)
n,δ ]

2
)
∼ φn(δ) =

√
nγ1 (δ2/(k+1) n

−γ/(k+1)
1 + δ2 n−γ+ξ̃

1 ) = (δ2/(k+1) nγ k/(k+1)+δ2 nξ̃)1/2 .

Using the conditions r2
n φn(1/rn) ≤

√
n, equivalently, r4

n φ
2
n(1/rn) ≤ n, we get

r2
n n

ξ̃ ≤ n⇔ r2
n ≤ n(1−ξ̃) ,
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and also

r4
n r
−2/(k+1)
n nγ k/(k+1) ≤ n⇔ r2

n ≤ n(k(1−γ)+1)/(2k+1) .

Now, r2
n ρ

2
n(d, d

(2)
n ) = Op(1) gives:

n1−ξ̃ n−ξ̃+γ1 (|d̂(2)
n − d0|+ |d(2)

n − d0|) 1(d̂(2)
n < d0) = Op(1) ,

and

n(k(1−γ)+1)/(2k+1)−ξ̃+γ (|d̂(2)
n − d0|+ |d(2)

n − d0|) 1(d̂(2)
n < d0) = Op(1) .

But we know that nξ̃/k(d
(2)
n − d0) = O(1) and therefore nξ̃/k(d̂

(2)
n − d0) 1(d0 ≤

d̂
(2)
n ≤ d(2)

n ) = Op(1). Matching these rates gives:

1− 2ξ̃ + γ =
ξ̃

k
and

k(1− γ) + 1

2k + 1
− ξ̃ + γ =

ξ̃

k
.

Next, r2
n ρ

2
n(d, d

(2)
n ) = Op(1) also gives,

n1−ξ̃ nγ |d̂(2)
n −d(2)

n |k+1 1(d̂(2)
n > d(2)

n ) = Op(1)⇔ n(1−ξ̃+γ)/(k+1)|d̂(2)
n −d(2)

n | 1(d̂(2)
n > d(2)

n ) = Op(1) ,

and
n(k(1−γ)+1)/(2k+1) nγ |d̂(2)

n − d(2)
n |k+1 1(d̂(2)

n > d(2)
n ) = Op(1)

⇔ n[(k(1−γ)+1)/(2k+1)+γ]/(k+1)|d̂(2)
n − d(2)

n | = Op(1) .

Again, matching rates gives:

1− ξ̃ + γ

k + 1
=
ξ̃

k
and

(
k(1− γ) + 1

2k + 1
+ γ

)
1

k + 1
=
ξ̃

k
.

A simple inspection shows that all four equations are identical and can be de-
scribed by:

ξ̃
2k + 1

k
− γ = 1 ⇔ ξ̃ =

(1 + γ)k

2k + 1
.

Plugging the above relation, we get

n(1+γ)/(2k+1)(d̂2 − d0) = Op(1).

�
To deduce the limit distribution of d̂2, let η = (1 + γ)/(2k + 1) denote the

rate of convergence. Also, let

fn2,h,θ(V ) = n
1/2−kη
2

(
µ(µ+ UKn−γ1 ) + ε− τn

)
×(

1
[
µ+ UKn−γ1 ≤ d0 + hn−η

]
− 1

[
µ+ UKn−γ1 ≤ d0

])
,

ζn2(h, θ) =
√
n2Pfn2,h,θ(V ) and

Zn2
(h, θ) = Gn2

fn2,h,θ(V ) + ζn2
(h, θ). (6.1)

Note that ĥ = nη(d̂2 − d0) and Zn2
has the desired form for applying Theorem

2. We next use it to deduce the weak limit of the process Zn2
(h, θ̂).

Theorem 12. Let B be a standard Brownian motion on R and

Z(h) =

√
(1− p)1−2kη

2Kp−γ
σB(h)+

(1− p)1−kη

2Kp−γ

[
µ(k)(d0+)

k!
hk+11[h > 0]− c0pkηh

]
.

Then, the sequence of stochastic process Zn2
(h), h ∈ R are asymptotically tight

and converge weakly to the process Z(h). Since Z(h) lives in Cmin(R), we con-

clude that n(1+γ)/(2k+1)(d̂2 − d0)→ arg minZ(h).

The proof, which uses Theorem 2 and Lemma 1, is provided in Section B.10.
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7. A classification problem

In this section, we study a non-parametric classification problem where we show
that a multi-stage procedure yields a better classifier in the sense of approaching
the misclassification rate of the Bayes classifier.

Consider a model Y ∼ Ber(r(X)), where r(x) = P (Y = 1 | X = x) is a func-
tion on [0, 1] and the experimenter has freedom to choose the design distribution
(distribution of X). Interest centers on using the training data {Yi, Xi}ni=1 (ob-
tained from a designed setting) to develop a classifier that predicts Y at a given
realization X = x. A classifier f in this case is, simply, a function from [0, 1] to
{0, 1} which provides a decision rule; assign x to the class f(x). The misclassi-
fication rate or the risk f with respect to test data, (Ỹ , X̃) is given by

R(f) = P̃
[
Ỹ 6= f(X̃)

]
,

where P̃ , the distribution of the test data, can have an arbitrary marginal dis-
tribution for X̃, but the conditional of Ỹ given X̃ has to match that in the
training data. As R(f) = E [P [Y 6= f(X) | X]] which equals

E [1 [f(X) = 0] r(X) + 1 [f(X) = 1] (1− r(X))] ,

it is readily shown that R(f) is at its minimum for the Bayes classifier f∗(x) =
1 [r(x) ≥ 1/2], which, of course, is unavailable as r(·) is unknown. It is typical
to evaluate the performance of a classifier f (which is typically based on the
training data and therefore random) by comparing its risk to that of the Bayes
classifier which is the best performing decision rule in terms of R(·).

We study the above model under the shape-constraint that r(·) is monotone.
This is a natural constraint to impose as many popular parametric classifi-
cation models, such as the logit and the probit involve a non-decreasing r(·).
In this setting, r−1(1/2) can be estimated in an efficient manner through the
multi-stage procedure spelled out in Section 4. Note that the multi-stage proce-
dure shares similarities to active learning procedures Cohn, Ladner and Waibel
(1994), especially those based on adaptive sampling strategies Iyengar, Apte

and Zhang (2000). Let d̂2 = r̂−1
n2

(1/2) denote the second stage estimate. In
contrast to Section 4, we now have a binary regression model with the un-
derlying regression function being monotone. The asymptotic results for d̂2 in
this model parallel those for a heteroscedastic isotonic regression model (since
Var(Y | X) = r(x)(1− r(x))) and can be established by using very similar tech-
niques to those needed for the previous section. Specifically, it can be shown
that

n(1+γ)/3(d̂2 − d0)
d→
(

8Kr(d0)(1− r(d0))

(r′(d0))2pγ(1− p)

)1/3

argmin
w
{B(w) + w2}, (7.1)

where d0 = r−1(1/2). Here, the variance σ2 in Theorem 7 gets replaced by
Var(Y | X = d0) = r(d0)(1− r(d0)).

Now, the approximation to the Bayes classifier can be constructed as

f̂(x) = 1 [r̂n2
(x) ≥ 1/2] = 1

[
x ≥ d̂2

]
.

We compare the limiting risk of this classifier to that for the Bayes rule f∗

for a fixed test data covariate distribution, which we take to be the uniform
distribution on [0, 1]. This is the content of the following theorem, where R(f̂)

is interpreted as R(f) computed at f = f̂ .
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Theorem 13. Assume that r is continuously differentiable in a neighborhood
of d0 with r′(d0) 6= 0. Then,

n2(1+γ)/3(R(f̂)−R(f∗))
d→

(
8Kr(d0)(1− r(d0))√

r′(d0)pγ(1− p)

)2/3 [
argmin

w
{B(w) + w2}

]2

.

This is a significant improvement over the corresponding single stage proce-
dure, whose risk approaches the Bayes risk at the rate n2/3, even in the presence
of ‘oracle-type’ information which allows the sampling to be finessed. To elab-
orate: consider a single stage version of this problem with n being the total
budget for the training data. The goal is, of course, to estimate d0 = f−1(1/2),
in order to get the estimated Bayes’ classifier. Suppose, ‘oracle type’ information
is available to the experimenter in the form of a density g on [0, 1] that is peaked
around the true d0 and can therefore be used to sample more heavily around
the parameter of interest. Thus, X1, . . . , Xn are sampled from the density g
and conditional on the Xi’s, the Yi’s are independent Bernoulli(r(Xi)) random
variables. If d̃ is the inverse isotonic estimate of d0, by calculations similar to
Tang, Banerjee and Michailidis (2011, Theorem 2.1), it can be shown that:

n1/3 (d̃− d0)→d

(
4Kr(d0)(1− r(d0))

(r′(d0))2g(d0)

)1/3

argmin
w
{B(w) + w2} .

The limit behavior of the Bayes’ risk of the corresponding classifier: f̃(x) =
1(x ≥ d̃), with respect to the Uniform[0, 1] test-data distribution is given by the
following theorem.

Theorem 14. Under the same conditions as in Theorem 13

n2/3(R(f̃)−R(f∗))
d→

(
4r(d0)(1− r(d0))√

r′(d0))g(d0)

)2/3 [
argmin

w
{B(w) + w2}

]2

.

So, for large values of g(d0), the excess risk of the estimated classifier over the
Bayes’ classifier will be small. However, a comparison of the two theorems in this
section shows that the two-stage procedure, even in the absence of ‘oracle type’
information, produces a classifier that eventually beats the one-stage classifier
equipped with the ‘handicap’ g. The proof of Theorem 13 is given in Section
B.6 of the Supplement, while that of Theorem 14 follows along the same lines
starting from the limit distribution of d̃1 and thus is omitted.

Remark 9. The above procedure illustrates rate acceleration based on a mono-
tone model using the classical isotonic regression estimate. If one is willing
to make additional smoothness assumptions on r, a similar acceleration phe-
nomenon would be observed with smoothed monotone estimates, the difference
being that a faster rate would be achieved at stage two, given that the correspond-

ing estimator at stage one would converge faster than n
1/3
1 . There is reason to

believe that an analogous result would hold in non-parametric classification prob-
lems involving multiple covariates, although such an investigation is outside the
scope of the current paper.

8. Multiple sampling domains at Stage 2

The framework developed in this paper captures the essentials of the two–stage
procedure but some embellishments are necessary to incorporate variants. An
interesting (and important) variant arises when, based on the first stage estimate



A. Mallik, M. Banerjee and G. Michailidis/Multistage procedures 22

θ̂n, there are multiple domains of sampling in the second stage. To elaborate:
the preceding formulation naturally incorporates situations where all the second
stage data are sampled from an appropriate neighborhood of the first stage
estimate of interest; however, in certain situations, for example, the change
point problem and the isotonic regression problem discussed in Sections 3 and
4, one can have multiple parameters of interest, say two different change-points
in the first problem, and in the second problem, two different points in the
range of r where we would like to compute the value of the inverse function. We
briefly outline how the results extend in such a situation where there are two
parameters of interest.
Part of the available budget at Stage 2 is then used to sample (conditionally
i.i.d.) data from a neighborhood of the first-stage estimate of the first sub-
parameter of interest, and the remainder sampled from a neighborhood of the
estimate of the second sub-parameter of interest, with the two second stage
data sets conditionally independent given the first stage. Writing the parameter
of interest d0 = (d0,1, d0,2), and θ̂n as the first stage estimate of θn, the full
vector of parameters of interest plus nuisance parameters (e.g. the levels of the
piecewise constant function in the change-point model), we obtain second stage

estimates (d̂n,1, d̂n,2) where

d̂n,1 = arg min
d1∈D(1)

θ̂n

M(1)
n (d1, θ̂n) and d̂n,2 = arg min

d2∈D(2)

θ̂n

M(2)
n (d2, θ̂n) .

The two different random criterion functions: M(1)
n and M(2)

n each depend on

one of the two stage data sets and D(l)

θ̂n
for l = 1, 2 are the two neighborhoods of

the first stage estimates of d0,l, l = 1, 2 respectively. Theorem 1 can now be used
separately on each of these criterion functions to determine the convergence rate
of the two second-stage estimates. This translates to rates sn and s̃n (going to

∞) such that sn(d̂n,1 − dn,1) and s̃n(d̂n,2 − dn,2) are Op(1) where

dn,1 = arg min
d1∈∈D(1)

θn

M (1)
n (d1, θn) and dn,2 = arg min

d2∈D(2)
θn

M (2)
n (d2, θn) ,

are the population minimizers at Stage 2, with M
(1)
n (d1, θn) = E(M(1)

n (d, θn))

and M
(2)
n is defined similarly.

To find the limit distributions of the second stage estimates, we write:

(sn(d̂n,1 − dn,1), s̃n(d̂n,2 − dn,2)) = (argmin
Rp

Z(1)
n (h1, θ̂n), argmin

Rq
Z(2)
n (h2, θ̂n)) ,

with

Z(1)
n (h1, θ̂n) = vn

[
M(1)
n

(
dn,1 +

h

sn
, θ̂n

)
−M(1)

n

(
dn,1, θ̂n

)]
and

Z(2)
n (h2, θ̂n) = ṽn

[
M(2)
n

(
dn,2 +

h

s̃n
, θ̂n

)
−M(2)

n

(
dn,2, θ̂n

)]
,

and extended appropriately as before.
Suppose now that out of the total budget n, n1 ≡ n p1 observations have

been used at Stage 1 and that n2 = n p2 = n21 + n22 have been used at Stage
2. Here n21 = n p21 and n22 = n p22 and p1 + p2 = 1, p21 + p22 = p2. In our

examples Z
(1)
n and Z

(2)
n can be expressed as empirical processes acting on two

different classes of functions: namely,

Z(1)
n (h1, θ) =

1
√
n21

n21∑
i=1

fn,h1,θ(Vi) = G(1)
n fn,h1,θ + ζ(1)

n (h1, θ) ,
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Z(2)
n (h2, θ) =

1
√
n22

n22∑
i=1

f̃n,h2,θ(Ṽi) = G(2)
n f̃n,h2,θ + ζ(2)

n (h2, θ) ;

here {Vi}n21
i=1 are i.i.d random vectors with distribution P (1), {Ṽi}n22

i=1 are i.i.d
random vectors with distribution P (2), the two sets of vectors are mutu-
ally independent, and also independent of θ̂n; ζ(1)(h1, θ) =

√
n21P

(1) fn,h1,θ,

ζ(2)(h2, θ) =
√
n22P

(2) f̃n,h2,θ, G
(j)
n =

√
n2j(P(j)

n − P (j)) for j = 1, 2, and θ is a

generic element in the range of θ̂n.
Deducing the joint distribution of the normalized second stage estimates involves

computing the joint distribution of the processes (Z
(1)
n (h1, θ̂n), Z

(2)
n (h2, θ̂n) in an

appropriate topology followed by continuous mapping for the argmin functional.
The following proposition formalizes this.

Proposition 2. Let (Xn(h1), Yn(h2)) be a sequence of pairs of stochastic pro-
cesses viewed as elements of Bloc(Rp)×Bloc(Rq), equipped with the usual product
topology. Let (X∞(h1), Y∞(h2)) be Gaussian processes defined on the same prob-
ability space that lie in Cmin(Rp)×Cmin(Rq) with probability 1. For every T > 0,
suppose that the restrictions of Xn(h1) to [−T, T ]p and of Yn(h2) to [−T, T ]q

are tight with respect to the topology of uniform convergence on l∞[−T, T ]p and

l∞[−T, T ]q respectively. Furthermore, suppose that for every (h
(1)
1 , h

(2)
1 , . . . , h

(k)
1 )

and (h
(1)
2 , h

(2)
2 , . . . , h

(l)
2 ), where k, l ∈ N ,[

{Xn(h
(i)
1 )}ki=1, {Yn(h

(j)
2 )}lj=1

]
→d

[
{X∞(h

(i)
1 )}ki=1, {Y∞(h

(j)
2 )}lj=1

]
.

Then, (Xn(h1), Yn(h2))→d (X∞(h1), Y∞(h2)) in Bloc(Rp)×Bloc(Rq) and con-
sequently:

(arg min
Rp

Xn, arg min
Rq

Yn)→d (arg min
Rp

X∞, arg min
Rq

Y∞) .

The next proposition delivers the asymptotic distribution of the normalized
second stage estimators.

Proposition 3. Suppose that the conditions of Theorem 2 hold separately for

each of the function classes F (1)
n,θ = {fn,h1,θ : h1 ∈ [−T, T ]p} and F (2)

n,θ =

{f̃n,h2,θ : h2 ∈ [−T, T ]q} for each θ ∈ Θτ
n, as defined in that theorem. Fur-

thermore suppose that:

1 The covariance functions

C(1)
n (h, g, θ) = E fn,h,θ fn,g,θ−Efn,h,θ Efn,g,θ for (h, g) ∈ [−T, T ]p×[−T, T ]p

C(2)
n (h, g, θ) = E f̃n,h,θ f̃n,g,θ−Ef̃n,h,θ Ef̃n,g,θ for (h, g) ∈ [−T, T ]q×[−T, T ]q

C(3)
n (h, g, θ) = E fn,h,θ f̃n,g,θ−Efn,h,θ Ef̃n,g,θ for (h, g) ∈ [−T, T ]p×[−T, T ]q

converge pointwise on their respective domains to functions
C(1)(h, g), C(2)(h, g) and the identically 0 function, uniformly in

θ ∈ Θ
(τ)
n .

2 The functions ζ
(1)
n (h1, θ) and ζ

(2)
n (h2, θ) converge pointwise to functions

ζ(1)(h1) and ζ(2)(h2) respectively (on their respective domains), uniformly

in θ ∈ Θ
(τ)
n .

Let Z1(h1) and Z2(h2) be independent Gaussian processes defined on the same
probability space with Zi having drift ζ(i) and covariance kernel C(i) for i = 1, 2
and with Z1 assuming values in Cmin(Rp) and Z2 assuming values in Cmin(Rq).
Then,

(Z(1)
n (h1, θ̂n), Z(2)

n (h2, θ̂n))→d (Z1(h1), Z2(h2))



A. Mallik, M. Banerjee and G. Michailidis/Multistage procedures 24

in Bloc(Rp)×Bloc(Rq), and furthermore,

(arg min
Rp

Z(1)
n (h1, θ̂n), arg min

Rq
Z(1)
n (h2, θ̂n))→d (arg min

Rp
Z1(h1), arg min

Rq
Z2(h2)) .

Remarks: Proposition 1 can be viewed as an extension of (Kim and Pollard,
1990, Theorem 2.7). To establish the distributional convergence of (Xn, Yn) to
(X∞, Y∞) in Bloc(Rp) × Bloc(Rq), it suffices to establish the convergence of
(Xn, Yn) to (X∞, Y∞) on l∞[−T, T ]p × l∞[−T, T ]q for every T > 0. Marginal
tightness of each of Xn and Yn, as required in Proposition 1 implies joint
tightness. The other requirement: joint convergence of all finite dimensional
marginals, coupled with joint tightness, gives the desired convergence. The
requirements of Proposition 2, namely, the conditions of Theorem 2 holding
separately for each of the function classes, gives the required marginal tightness

for each of Z
(1)
n (h1, θ̂n) and Z

(1)
n (h2, θ̂n), and the conditions (1) and (2) lead to

the required (joint) finite dimensional convergence.

9. Conclusions

Poisson limits. In this paper we have considered the situation where the limit
distribution of the second stage estimate is governed by a Gaussian or a mixture
of Gaussian processes. However, in some change-point problems such as the one
addressed in Lan, Banerjee and Michailidis (2009), a compound Poisson process
appears in the limit. In such situations, Theorem 2 and Lemma 2 do not apply
as they address tightness and related weak convergence issues with respect to
the uniform metric and not the Skorokhod metric. In light of the conditioning
arguments that we apply in this paper, we expect analogous results in Skorokhod
topology to follow readily. Note, however, that the rate of convergence of the
second stage estimate deduced in Lan, Banerjee and Michailidis (2009) can be
derived from Theorem 1.
Negative examples and possible solutions. In this paper, we considered examples
where multistage procedures typically accentuated the efficiency of M-estimates
by accelerating the rate of convergence. As seen in Section 5, this is not always
the case. In regular parametric problems, for example, where the estimates ex-
hibit a

√
n-rate of convergence, acceleration to a faster rate is typically not

possible. Acceleration happens when the parameter of interest has a local inter-
pretation. Consider, for example the change-point problem. Here, the change-
point is a local feature of the regression curve: not all regions of the domain
contain the same amount of information about d0. Regions to the far right or
left of d0 do not contain any information as the signal there is flat and ob-
servations in such regions can be essentially ignored. Intensive sampling in a
neighborhood of d0 is a more sensible strategy as the signal here changes from
one level to another, thereby suggesting a zoomed-in approach. In regular para-
metric models, the parameters typically capture ‘global’ features of the curve
and focusing on specific regions of the covariate space is not helpful.
Moreover, acceleration in the rate, even for a local parameter, also depends on
how the subtleties of the model interact with the method of estimation em-
ployed. Indeed, the result in Theorem 10, serves as a cautionary tale in this
regard, illustrating that a fully non-parametric two-stage procedure that pro-
vides acceleration gains in one setting (|m̃′(0)| > 0) fails to do so in another
(|m̃′(0)| = 0). On the other hand, it is clear from the results of Belitser, Ghosal
and van Zanten (2013) that a hybrid method that uses the ‘shorth’ type esti-
mate at stage one and a quadratic approximation at stage two will accelerate
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the rate of convergence. The potential downside of such hybrid methods, as
demonstrated in Tang et al. (2015) in the inverse isotonic problem, is that they
may not perform well for modest budgets for which the degree of localization
obtained from the first stage is typically not good enough for a parametric ap-
proximation in the second. We note here that fitting a polynomial curve at the
second stage is better dealt using first principles as the M -estimate is then avail-
able in a sufficiently closed form. Our more abstract approach, which does not
leverage on this added convenience available, may not be well suited for such
situations.
Pooling data across stages. In certain models, it is preferred, at least from the
perspective of more precise inference in the presence of fairly limited sample
budgets, to pool the data across stages to obtain the final estimates. For ex-
ample, in change-point models where the regression function is linear on either
side of the threshold, e.g., m(x) = (α0 + α1x)1(x ≤ d0) + (β0 + β1x)1(x > d0),
αi 6= βi, i = 1, 2, it is recommended to estimate at least the slope parameters
using the pooled data. This is due to the fact that slopes are better estimated
when the design points are far apart. The technicalities in this situation are
expected to become significantly more complicated due to the more convoluted
nature of the dependence. Specifically, conditional on the first stage estimate,
the second stage one can no longer be viewed as a functional of i.i.d. observa-
tions. However, we conjecture that for parameters that are local features of the
model, the second stage estimates from pooled data should exhibit the same
asymptotic behavior as our current second stage estimates, since the proportion
of first stage points in the shrinking sampling interval for stage two goes to zero.
Other Applications. The approach and the results of this paper apply to a va-
riety of other problems. For example, consider the extension of the change-
point model to multiple dimensions where the regression function exhibits dif-
ferent functional forms in sub-regions of Euclidean space which are separated
by smooth parametric boundaries, for example, hyperplanes. Determination of
these separating hyperplanes could be achieved by multistage procedures: an
initial fraction of the budget would be used to elicit initial estimates of these
hyperplanes via least squares methods and more intensive sampling could then
be carried out in a neighborhood of the hyperplanes, and the estimates up-
dated via least squares again. This falls completely within the purview of our
approach. Once again, the multistage procedure would provide gains in terms
of convergence rates over one-stage methods that use the same budget. For an
example of models of this type, see the problem studied in Wei and Kosorok
(2013). Another problem involves mode estimation for a regression with higher-
dimensional covariates X in Section 5 under an isotropic signal. An approach
similar to the one-dimensional setting can be adopted here as well with the sam-
pling neighborhood at stage two chosen to be a ball around the initial estimate.
In the presence of cusp-like signals, acceleration of the convergence rate over a
competing one stage procedure would be observed.
More than two stages: The results of this paper can be extended to multiple
(> 2 but fixed) stages but caution needs to be exercised since the asymptotics
will not be reliable unless the sample size invested at each stage is ample, which
then necessitates the total sample size being large. By increasing the number of
stages, the rate of convergence can be accelerated, in theory, but the gains from
the theory will only become apparent for substantially large budgets. From a dif-
ferent perspective, one could of course consider how such multistage procedures
behave if the total number of sampling stages grows like nγ (γ < 1) with order
n1−γ points invested at each stage (as opposed to a fixed proportion of points
that we currently consider), but again, such a framework will not be useful for
realistic budgets. Our set-up is not amenable to sequential procedures where
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the number of stages can increase with sample size, but it should be noted that
our work does not aim to develop a sequential paradigm. Rather, our results
serve to illustrate that non-sequential multistage sampling (which is typically
easier to implement than fully sequential procedures), used adequately, can lead
to substantial gains in a variety of statistical problems.

Appendix A: Proofs

A.1. Proof of Theorem 1

Note that if κnrn = O(1), i.e., there exists C > 0, such that κnrn ≤ C for all n,
then

P
(
rnρn(d̂n, dn) ≥ C

)
= P

(
rnκnρn(d̂n, dn) ≥ Cκn

)
≤ P

(
ρn(d̂n, dn) ≥ κn

)
,

which converges to zero. Therefore, the conclusion of the theorem is immediate
when κnrn = O(1). Hence, we only need to address the situation where κnrn →
∞.

For a fixed realization of θ̂ = θ, we use d̂n(θ) to denote our estimate, so that

d̂n = d̂n(θ̂n). For any L > 0,

P
(
rnρn(d̂n(θ̂n), dn) ≥ 2L

)
≤ P

(
rnκn > rnρn(d̂n(θ̂n), dn) ≥ 2L, θ̂n ∈ Θτ

n

)
+P

(
ρn(d̂n(θ̂n), dn) ≥ κn

)
+ τ. (A.1)

The second term on the right side goes to zero. Further,

P
(
rnκn > rnρn(d̂n(θ̂n), dn) ≥ 2L, θ̂n ∈ Θτ

n

)
= E

[
P
(
rnκn > rnρn(d̂n(θ̂n), dn) ≥ 2L | θ̂n

)
1
[
θ̂n ∈ Θτ

n

]]
≤ sup

θ∈Θτn

P
(
rnκn > rnρn(d̂n(θ), dn) ≥ 2L

)
. (A.2)

Let Sj,n =
{
d : 2j ≤ rnρn(d, dn) < min(2j+1, κnrn)

}
for j ∈ Z. If

rnρn(d̂n(θ), dn) is larger than 2L for a given positive integer L (and smaller

than κnrn), then d̂n(θ̂n) is in one of the shells Sj,n’s for j ≥ L. By defini-

tion of d̂n(θ), the infimum of the map d 7→ Mn(d, θ)−Mn(dn, θ) over the shell

containing d̂n(θ) (intersected with Dθ) is not positive. For θ ∈ Θτ
n,

P
(
rnκn > rnρn(d̂n(θ), dn) ≥ 2L

)
≤

∑
j≥L,2j≤κnrn

P ∗
(

inf
d∈Sj,n∩Dθ

Mn(d, θ)−Mn(dn, θ) ≤ 0

)
.

For every j involved in the sum, n > Nτ and any θ ∈ Θτ
n, (2.2) gives

inf
2j/rn≤ρn(d,dn)<min(2j+1,κnrn)/rn,d∈Dθ

Mn(d, θ)−Mn(dn, θ) ≥ cτ
22j

r2
n

. (A.3)
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Also, for such a j, n > Nτ and θ ∈ Θτ
n,

P ∗
(

inf
d∈Sj,n∩Dθ

Mn(d, θ)−Mn(dn, θ) ≤ 0

)
≤ P ∗

(
inf

d∈Sj,n∩Dθ
[(Mn(d, θ)−Mn(d, θ))− (Mn(dn, θ)−Mn(dn, θ))]

≤ − inf
d∈Sj,n∩Dθ

Mn(d, θ)−Mn(dn, θ)

)
≤ P ∗

(
inf

d∈Sj,n∩Dθ
[(Mn(d, θ)−Mn(d, θ))− (Mn(dn, θ)−Mn(dn, θ))] ≤ −cτ

22j

r2
n

)
≤ P ∗

(
sup

d∈Sj,n∩Dθ
|(Mn(d, θ)−Mn(d, θ))− (Mn(dn, θ)−Mn(dn, θ))| ≥ cτ

22j

r2
n

)
.

For n > Nτ , by Markov inequality and (2.3), we get

sup
θ∈Θτn

∑
j≥L,2j≤κnrn

P ∗
(

inf
d∈Sj,n∩Dθ

Mn(d, θ)−Mn(dn, θ) ≤ 0

)

≤ Cτ
∑

j≥L,2j≤κnrn

φn(min(2j+1, rnκn)/rn)r2
n

cτ
√
n22j

. (A.4)

Note that φn(cδ) ≤ cαφn(δ) for every c > 1. As κnrn →∞, there exists N̄ ∈ N,
such that κnrn > 1. Hence, for L > 0 and n > max(N̄ ,Nτ ), the above display
is bounded by

Cτ
cτ

∑
j≥L,2j≤κnrn

(min(2j+1, rnκn))α 2−2j ≤ K̃ Cτ
cτ

∑
j≥L,2j≤κnrn

2(j+1)α−2j ,

for some universal constant K̃, by the definition of rn. For any fixed η > 0, take
τ = η/3 and choose Lη > 0 such that the sum on the right side is less than η/3.

Also, there exists Ñη ∈ N such that for all n > Ñη ∈ N,

P
(
ρn(d̂n(θ̂n), dn) ≥ κn

)
< η/3.

Hence, for n > max(N̄ ,Nη/3, Ñη),

P
(
rnρn(d̂n(θ̂n), dn) > 2Lη

)
< η,

by (A.1) and (A.4). Thus, we get the result when conditions (2.2) and (2.3) hold
for some sequence κn > 0.

Further, note that if the conditions in part (b) of the theorem hold for all
sequences κn > 0, following the arguments in (A.1) and (A.2), we have

P
(
rnρn(d̂n(θ̂n), dn) > 2L

)
≤ sup

θ∈Θτn

P
(
rnρn(d̂n(θ), dn) > 2L

)
+ τ.

We can now use the shelling argument for j ≥ L letting j go all the way to
∞ where our shell Sj,n is now simply {d : 2j ≤ rn ρn(d, dn) < 2j+1}. By our
assumption, the bounds in (A.3) and (A.4) hold for every such shell, when
n > Nτ and we arrive at the result by similar arguments as above without

needing to address the event P
(
ρn(d̂n(θ̂n), dn) ≥ κn

)
in (A.1) separately. �
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A.2. Proof of Theorem 2

As the sum of tight processes is tight, it suffices to show tightness of ζn(·, θ̂n) and
Gnfn,·,θ̂n separately. As H is totally bounded under ρ̃, tightness of the process
ζn can be shown by justifying that

P ∗

[
sup

ρ̃(h1,h2)<δn

∣∣∣ζn(h1, θ̂n)− ζn(h2, θ̂n)
∣∣∣ > t

]
→ 0,

for δn ↓ 0 and t > 0. The right side of the above display is bounded by

P ∗

[
sup

ρ̃(h1,h2)<δn

∣∣∣ζn(h1, θ̂n)− ζn(h2, θ̂n)
∣∣∣ > t, θ̂n ∈ Θτ

n

]
+ P [θ̂n /∈ Θτ

n]

≤ 1

 sup
θ∈Θτn

ρ̃(h1,h2)<δn

|ζn(h1, θ)− ζn(h2, θ)| > t

+ τ.

By (2.10), the above can be made arbitrarily small for large n and hence, the

process ζn(·, θ̂n) is asymptotically tight.
We justify tightness of the process {Gnfn,h,θ̂ : h ∈ H} when (2.11) holds. The

proof under the condition on bracketing numbers follows along similar lines. As
was the case with ζn, we consider the expression

P ∗

[
sup

ρ̃(h1,h2)<δn

∣∣∣Gn(fn,h1,θ̂n
− fn,h2,θ̂n

)
∣∣∣ > t

]
,

for δn ↓ 0 and t > 0. Let ei, i ≥ 1 denote Rademacher random variables indepen-
dent of V ’s and θ̂. By arguments similar to those at the beginning of the proof of
Theorem 2.11.1 of van der Vaart and Wellner (1996), which use a symmetriza-
tion lemma for probabilities (Lemma 2.3.7 of the same book), for sufficiently
large n, the above display can be bounded by

4P ∗

[
sup

ρ̃(h1,h2)<δn

∣∣∣∣∣ 1√
n

n∑
i=1

ei(fn,h1,θ̂
(Vi)− fn,h2,θ̂

(Vi))

∣∣∣∣∣ > t

4

]
(A.5)

The only difference from the proof of the cited lemma is that the arguments are
to be carried out for fixed realizations of Vi’s and θ̂ (instead of fixed realizations
of the Vi’s alone), and then outer expectations are taken. Further, from the
measurability assumption, the map

(V1, V2, . . . , Vn, θ̂, e1, . . . , en) 7→ sup
ρ̃(h1,h2)<δn

∣∣∣∣∣ 1√
n

n∑
i=1

ei(fn,h1,θ̂
(Vi)− fn,h2,θ̂

(Vi))

∣∣∣∣∣
is jointly measurable. Hence, the expression in (A.5) is a probability. Let Qn
denote the marginal distribution of θ̂n. Then, for any τ > 0,

4P

[
sup

ρ̃(h1,h2)<δn

∣∣∣∣∣ 1√
n

n∑
i=1

ei(fn,h1,θ̂
(Vi)− fn,h2,θ̂

(Vi))

∣∣∣∣∣ > t

4

]

= 4

∫
P

[
sup

ρ̃(h1,h2)<δn

∣∣∣∣∣ 1√
n

n∑
i=1

ei(fn,h1,θ(Vi)− fn,h2,θ(Vi))

∣∣∣∣∣ > t

4

]
Qn(dθ)

≤ 4 sup
θ∈Θτn

P

[
sup

ρ̃(h1,h2)<δn

∣∣∣∣∣ 1√
n

n∑
i=1

ei(fn,h1,θ(Vi)− fn,h2,θ(Vi))

∣∣∣∣∣ > t

4

]
+ τ
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For a fixed θ ∈ Θτ
n, let Fn,θ,δn = {fn,h1,θ − fn,h2,θ : ρ̃(h1, h2) < δn}. For

g ∈ Fn,θ,δn , the process g 7→ (1/
√
n)
∑n
i=1 eig(Vi) (given Vis) is sub-Gaussian

with respect to the L2(Pn) semi-metric and hence, by Markov’s inequality and
chaining, Corollary 2.2.8 of van der Vaart and Wellner (1996), the above display
can be bounded, up to a universal constant, by

16

t
sup
θ∈Θτn

E

∫ ξn(θ)

0

√
logN (u,Fn,θ,δn , L2(Pn))du, (A.6)

with

ξ2
n(θ) = sup

g∈Fn,θ,δn
‖g‖2L2(Pn) = sup

g∈Fn,θ,δn

[
1

n

n∑
i=1

g2(Vi)

]
.

It suffices to show that for all sufficiently large n,

supθ∈Θτn
E
∫ ξn(θ)

0

√
logN (u,Fn,θ,δn , L2(Pn))du can be made as small as

wished. We assume, without loss of generality, that each Fn,θ ≥ 1/2
if necessary by adding 1/2 to each of the original ones. (Note that
this does not disturb any of the assumptions of Theorem 2.) Since,
N(u,Fn,θ,δn , L2(Pn)) ≤ N2(u/2,Fn,θ, L2(Pn)), we have:

sup
θ∈Θτn

E

∫ ξn(θ)

0

√
logN (u,Fn,θ,δn , L2(Pn))du

. sup
θ∈Θτn

E

∫ ξn(θ)

0

√
logN (u/2,Fn,θ, L2(Pn))du

. sup
θ∈Θτn

E

[∫ ξn(θ)/(2 ‖Fn,θ‖n)

0

√
logN (u ‖Fn,θ‖n,Fn,θ, L2(Pn))du ‖Fn,θ‖n

]

. sup
θ∈Θτn

E

[
‖Fn,θ‖n

∫ ξn(θ)

0

sup
Q∈Q

√
logN (u ‖Fn,θ‖Q,2,Fn,θ, L2(Q)) du

]
.

By Cauchy-Schwarz, the above is bounded by:

sup
θ∈Θτn

√√√√ 1

n

n∑
i=1

E (F 2
n,θ(Vi))

 √E (h2
n,θ(ξn(θ)) ,

where

hn,θ(x) =

∫ x

0

sup
Q∈Q

√
logN (u ‖Fn,θ‖Q,2,Fn,θ, L2(Q)) du .

This, in turn, is bounded by:

sup
θ∈Θτn

(PF 2
n,θ)

1/2 ×
√

sup
θ∈Θτn

E (h2
n,θ(ξn(θ)) .

The first term above is bounded as n → ∞ by (2.7). To show that the second
term can be made small for sufficiently large n, we claim that it suffices to show
that supθ∈Θτn

E∗ξn(θ)2 converges to zero. For the moment, assume the claim. It
follows that for any λ > 0,

sup
θ∈Θτn

P (ξn(θ) > λ)→ 0 .

Next, note that supθ∈Θτn
hn,θ(ξn(θ)) ≤ supθ∈Θτn

hn,θ(∞) < ∞ by (2.11). Now,
for any λ > 0,

E(h2
n,θ(ξn(θ))) = E(h2

n,θ(ξn(θ)) 1(ξn(θ) ≤ λ)) + E(h2
n,θ(ξn(θ)) 1(ξn(θ) ≤ λ))

≤ λ2 + h2
n,θ(∞)P (ξn(θ) > λ) ,
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so that

sup
θ∈Θτn

E(h2
n,θ(ξn(θ))) ≤ λ2 + sup

θ∈Θτn

h2
n,θ(∞) sup

θ∈Θτn

P (ξn(θ) > λ) ,

which can be made as small as we please by first choosing λ small enough and
then letting n→∞. It remains to prove the claim. Note that

E∗ξn(θ)2 ≤ E∗ sup
g∈Fn,θ,δn

|(Pn − P )g2|+ sup
g∈Fn,θ,δn

|Pg2|

By (2.9), the second term on the right side goes to zero uniformly in θ ∈ Θτ
n.

By the symmetrization lemma for expectations, Lemma 2.3.1 of van der Vaart
and Wellner (1996), the first term on the right side is bounded by

2E∗ sup
g∈F2

n,θ,δn

∣∣∣∣∣ 1n
n∑
i=1

eig(Vi)

∣∣∣∣∣ ≤ 2E∗ sup
g∈F2

n,θ,∞

∣∣∣∣∣ 1n
n∑
i=1

eig(Vi)

∣∣∣∣∣
Note that Gn,θ = (2Fn,θ)

2 is an envelope for the class F2
n,θ,∞. By con-

dition (2.8), there exists a sequence of numbers ηn ↓ 0 (slowly enough)
such that supθ∈Θτn

PF 2
n,θ1 [Fn,θ > ηn

√
n] converges to zero. Let F2

n,θ,∞,ηn ={
g1[Gn,θ ≤ nη2

n] : g ∈ F2
n,θ,∞

}
. Then, the above display is bounded by:

2E∗ sup
g∈F2

n,θ,∞,ηn

∣∣∣∣∣ 1n
n∑
i=1

eig(Vi)

∣∣∣∣∣+ 2P ∗Gn,θ1
[
Gn,θ > nη2

n

]
The second term in the above display goes to zero (uniformly in θ) by (2.8)
and it remains to show the convergence of the first term (to 0) uniformly in θ.
By the P -measurability of the class F2

n,θ,∞,ηn , the first term in the above dis-
play is an expectation. For u > 0, let Gu,n be a minimal uRn-net in L1(Pn)
over F2

n,θ,∞,ηn , where Rn = 4‖Fn,θ‖2n. Note that the cardinality of Gu,n is

N(uRn,F2
n,θ,∞,ηn , L1(Pn)) and that

2E∗ sup
g∈F2

n,θ,∞,ηn

∣∣∣∣∣ 1n
n∑
i=1

eig(Vi)

∣∣∣∣∣ ≤ 2E sup
g∈Gu,n

∣∣∣∣∣ 1n
n∑
i=1

eig(Vi)

∣∣∣∣∣+ uE(Rn) . (A.7)

Note that supθ∈Θτn
uE(Rn) = 4u supθ∈Θτn

uPF 2
n,θ . u, by (2.7). Using the fact

that the L1 norm is bounded up to a (universal) constant by the ψ2 Orlicz norm
and letting ψ2|V denote the conditional Orlicz norm given fixed realizations of
the Vi’s, we obtain the following bound on the first term of the above display:

2

n
EV Ee

[
sup

g∈Gu,n

∣∣∣∣∣
n∑
i=1

eig(Vi)

∣∣∣∣∣
]
.

2

n
EV

∥∥∥∥∥ sup
g∈Gu,n

∣∣∣∣∣
n∑
i=1

eig(Vi)

∣∣∣∣∣
∥∥∥∥∥
ψ2|V

.
2

n
EV

[√
1 + logN(uRn,F2

n,θ,∞,ηn , L1(Pn))

×maxg∈Gu,n

∥∥∥∥∥
n∑
i=1

eig(Vi)

∥∥∥∥∥
ψ2|V

 ,
where the last inequality follows by an application of a maximal inequality for
Orlicz norms (Lemma 2.2.2. of van der Vaart and Wellner (1996)). By Hoeffd-
ing’s inequality, for each g ∈ Gu, ‖

∑n
i=1 eig(Vi)‖ψ2|V ≤ [

∑
i g

2(Vi)]
1/2 which is
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at most
[∑

i nη
2
nGn,θ(Vi)

]1/2
. We conclude that the first term on the right side

of A.7 is bounded, up to a universal constant, by:

E

[[∑
i nη

2
nGn,θ(Vi)

]1/2
n

√
1 + logN(u 4‖Fn,θ‖2n,F2

n,θ,∞,ηn , L1(Pn))

]
.

Next,

log N(u 4‖Fn,θ‖2n,F2
n,θ,∞,ηn , L1(Pn)) ≤ log N(u 4‖Fn,θ‖2n,F2

n,θ,∞, L1(Pn))

≤ logN(u ‖Fn,θ‖n,Fn,θ,∞, L2(Pn))

≤ logN2((u/2) ‖Fn,θ‖n,Fn,θ, L2(Pn))

≤ 2 sup
Q

logN((u/2) ‖Fn,θ‖Q,2,Fn,θ, L2(Q)) .

Conclude that the expectation preceding the above display is bounded by:

ηn√
n
E

[
n∑
i=1

Gn,θ(Vi)

]1/2√
1 + 2 sup

Q
logN((u/2) ‖Fn,θ‖Q,2,Fn,θ, L2(Q))

≤ ηn√
n

[
E

[
n∑
i=1

Gn,θ(Vi)

]]1/2√
1 + 2 sup

Q
logN((u/2) ‖Fn,θ‖Q,2,Fn,θ, L2(Q))

≤ 4ηn
[
PF 2

n,θ

]√
1 + 2 sup

Q
logN((u/2) ‖Fn,θ‖Q,2,Fn,θ, L2(Q)).

Now, note that u is arbitrary (and can therefore be as small as wished),
supθ∈Θτn

PF 2
n,θ is O(1) from(2.7), and,

sup
θ∈Θτn

√
1 + 2 sup

Q
logN((u/2) ‖Fn,θ‖Q,2,Fn,θ, L2(Q)) = O(1) ,

since,

sup
θ∈Θτn

hn,θ(u/2) ≥ sup
θ∈Θτn

(u/2) sup
Q

√
logN((u/2) ‖Fn,θ‖Q,2,Fn,θ, L2(Q)) ,

showing that

sup
θ∈Θτn

sup
Q

√
logN((u/2) ‖Fn,θ‖Q,2,Fn,θ, L2(Q)) ≤ (2/u) sup

θ∈Θτn

hn,θ(u/2) ,

and from (2.11), supθ∈Θτn
hn,θ(u/2) is O(1). Hence, by choosing u small enough

and then letting n→∞, the first term on the right side of A.7 can be made as
small as wished, uniformly over θ ∈ Θτ

n, for n sufficiently large, since ηn → 0. �

A.3. Proof of Theorem 3

As n1, n2 and n are of the same order, we deduce bounds in terms of n only.
For notational ease, we first consider the situation where d ≥ d0. Recall that
θ = (α, β, µ). Also, let

Θτ
n1

=

[
αn −

Kτ√
n1
, αn +

Kτ√
n1

]
×
[
βn −

Kτ√
n1
, βn +

Kτ√
n1

]
×[

d0 −
Kτ

n1
ν
, d0 +

Kτ

n1
ν

]
,

(A.8)
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where Kτ is chosen such that P
(
θ̂n1
∈ Θτ

n1

)
> 1 − τ . For θ ∈ Θτ

n1
,

β − α ≥ c0n
−ξ − 2Kτ/

√
n1. As ξ < 1/2, sgn(β − α) = 1 for n > N

(1)
τ :=

(2Kτ/(
√
pc0))2/(2−ξ). Also, for x > d0, mn(x) = βn and thus,

Mn2(d, θ) = Pn2 [gn2,d,θ(V )] ,

where for V = (U, ε), U ∼ Uniform[−1, 1],

gn2,d,θ(V ) =

(
βn + ε− β + α

2

)
1
[
µ+Kn−γ1 U ∈ (d0, d]

]
=

(
βn + ε− β + α

2

)
1

[
U ∈

(
d0 − µ
Kn−γ1

,
d− µ
Kn−γ1

]]
.

Consequently, for n > N
(1)
τ ,

Mn2
(d, θ) =

1

2

(
βn −

β + α

2

)
λ

(
[−1, 1] ∩

(
d0 − µ
Kn−γ1

,
d− µ
Kn−γ1

])
.

As γ < ν, d0 ∈ Dθ for all θ ∈ Θτ
n1

, for n > N
(2)
τ := (1/p)(Kτ/K)1/(ν−γ) the

intervals{(
(d0 − µ)/(Kn−γ1 ), (d− µ)/(Kn−γ1 )

]
: d > d0, d ∈ Dθ, θ ∈ Θτ

n1

}
are all contained in [−1, 1]. Therefore, for n > N

(3)
τ := max(2N

(1)
τ , N

(2)
τ ),

Mn2(d, θ) =
1

2

(
βn −

β + α

2

)
d− d0

Kn−γ1

.

Note that Mn2(d0, θ) = 0 for all θ ∈ R3. Further, let ρ2
n(d, d0) = nγ−ξ|d − d0|.

Then, for n > N
(3)
τ ,

Mn2
(d, θ)−Mn2

(d0, θ) ≥
(
βn −

βn + αn
2

− Kτ√
n1

)
d− d0

2Kn−γ1

=

(
βn − αn

2
− Kτ√

n1

)
d− d0

2Kn−γ1

=

(
c0n
−ξ

2
− Kτ√

n1

)
d− d0

2Kn−γ1

≥ cτρ
2
n(d, d0), (A.9)

for some cτ > 0 (depending on τ through Kτ ). The last step follows from the
fact that ξ < 1/2. Also, the above lower bound can be shown to hold for the
case d > d0 as well. Further, to apply Theorem 1, we need to bound

sup
θ∈Θτn1

E∗ sup
|d−d0|<nξ−γδ2,

d∈Dθ

√
n2 |(Mn2

(d, θ)−Mn2
(d, θ))− (Mn2

(d0, θ)−Mn2
(d0, θ))| .

(A.10)
Note that for d > d0, the expression in | · | equals (1/

√
n2)Gn2gn2,d,θ. The class

of functions Fδ,θ = {gn2,d,θ : 0 ≤ d− d0 < nξ−γδ2, d ∈ Dθ} is VC with index at
most 3 (for every (δ, θ)) and is enveloped by

Mδ,θ(V ) =

(
|ε|+ βn − αn

2
+

Kτ√
n1

)
1

[
U ∈

[
d0 − µ
Kn1

−γ ,
d0 − µ+ δ2nξ−γ

Kn1
−γ

]]
.
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Note that

E [Mδ,θ(V )]
2

=
1

2
E

[(
|ε|+ βn − αn

2
+

Kτ√
n1

)2
]
λ

[
[−1, 1] ∩

[
d0 − µ
Kn1

−γ ,
d0 − µ+ δ2nξ−γ

Kn1
−γ

]]

≤ 1

2
E

[(
|ε|+ βn − αn

2
+

Kτ√
n1

)2
]
λ

[
d0 − µ
Kn1

−γ ,
d0 − µ+ δ2nξ−γ

Kn1
−γ

]
≤ C2

τ

nξ−γδ2

n−γ
= C2

τn
ξδ2,

where Cτ is positive constant (it depends on τ throughKτ ). Further, the uniform
entropy integral for Fδ,θ is bounded by a constant which only depends upon
its VC-index (which, as noted above, is uniformly bounded in (δ, θ)), i.e., the
quantity

J(1,Fδ,θ) = sup
Q

∫ 1

0

√
1 + logN(u‖Mδ,θ‖Q,2,Fδ,θ, L2(Q))du

is uniformly bounded in (δ, θ); see Theorems 9.3 and 9.15 of Kosorok (2008) for
more details. Using Theorem 2.14.1 of van der Vaart and Wellner (1996),

E∗ sup
0≤d−d0<nξ−γδ2

d∈Dθ

|Gn2gn2,d,θ| ≤ J(1,Fδ,τ )‖Mδ,θ‖2 ≤ Cτnξ/2δ. (A.11)

Note that this bound does not depend on θ and can be shown to hold for the
case d ≤ d0 as well. Hence, we get the bound φn(δ) = nξ/2δ on the modulus

of continuity. Further, for n > N
(3)
τ , (A.9) holds for all d ∈ Dθ, and (A.11) is

valid for all δ > 0. Hence, we do not need to justify a condition of the type

P
(
ρn(d̂n, dn) ≥ κn

)
→ 0 to apply Theorem 1. For rn = n1/2−ξ/2, the relation

r2
nφn(1/rn) ≤

√
n is satisfied. Consequently, r2

n(nγ−ξ(d̂n−d0)) = nη(d̂n−d0) =
Op(1). �

A.4. Proof of Theorem 4

For any L > 0, we start by justifying the conditions of Theorem 2 to prove
tightness of the process Zn2

(h, θ̂n1
), for h ∈ [−L,L]. For sufficiently large n,

the set {h : d0 + h/nη ∈ Dθ} contains [−L,L] for all θ ∈ Θτ
n1

and hence, it is
not necessary to extend Zn2

(equivalently, fn2,h,θ) as done in (2.5). Further,
for a fixed θ ∈ Θτ

n1
(defined in (A.8)), an envelope for the class of functions

{fn2,h,θ : |h| ≤ L} is given by

Fn2,θ(V ) = n
1/2−ξ
2

(
βn − αn

2
+

Kτ√
n1

+ |ε|
)
×

1
[
µ+ UKn−γ1 ∈ [d0 − Ln−η, d0 + Ln−η]

]
.

Note that

PF 2
n2,θ . n

1−2ξ

((
βn − αn

2
+

Kτ√
n1

)2

+ σ2

)
2Ln−η

2Kn−γ1

As η = 1+γ−2ξ, the right side (which does not depend on θ) is O(1). Moreover,
the bound is uniform in θ, θ ∈ Θτ

n1
. Let K0 be a constant (depending on τ) such
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that K0 ≥ (βn − αn)/2 + Kτ/
√
n1. Then, for t > 0, PF 2

n2,θ
1[Fn2,θ >

√
n2t] is

bounded by

n1−2ξP
(
(K0 + |ε|)21

[
µ+ UKn−γ1 ∈ [d0 − Ln−η, d0 + Ln−η]

]
×

1
[
n1/2−ξ(K0 + |ε|) >

√
n2t
])
.

As ε and U are independent, the above is bounded up to a constant by

P (K0 + |ε|)21
[
(K0 + |ε|) > √pnξt

]
which goes to zero. This justifies condition (2.7) and (2.8) of Theorem 2. Let
ρ̃(h1, h2) = |h1 − h2|. For any L > 0, the space [−L,L] is totally bounded with
respect to ρ̃. For h1, h2 ∈ [−L,L] and θ ∈ Θτ

n1
, we have

P (fn2,h1,θ − fn2,h2,θ)
2 . n1−2ξ |h1 − h2|n−η

2Kn−γ1

E [K0 + |ε|]2 .

The right side is bounded (up to a constant multiple depending on τ) by |h1 −
h2| for all choices of θ, θ ∈ Θτ

n1
. Hence, condition (2.9) is satisfied as well.

Condition (2.10) can be justified in a manner mentioned later. Further, the class
of functions {fn2,h,θ : |h| ≤ L} is VC of index at most 3 with envelope Fn2,θ.
Hence, it has a bounded entropy integral with the bound only depending on the
VC index of the class (see Theorems 9.3 and 9.15 of Kosorok (2008)) and hence,
condition (2.11) is also satisfied. Also, the measurability condition (2.13) can
be shown to hold by approximating Fn2,δ = {fn2,h1,θ − fn2,h2,θ : |h1 − h2| < δ}
(defined in Theorem 2) by the countable class involving only rational choices of
h1 and h2. Note that the supremum over this countable class is measurable and
it agrees with supremum over Fn2,δ. Thus Gn2fn2,h,θ̂

is tight in l∞([−L,L]).
Next, we apply Corollary 1 to deduce the limit process. Note that for θ ∈ Θτ

n1

and |h| ≤ L,

ζn2(h, θ) = n1−ξ
2

(
αn1(h ≤ 0) + βn1(h > 0)− α+ β

2

)
hn−η

2Kn−γ1

= (1− p)1−ξ
(
αn1(h ≤ 0) + βn1(h > 0)− α+ β

2

)
hnξ

2Kp−γ

=
(1− p)1−ξpγnξ

2K
h

(
αn1(h ≤ 0)− βn1(h > 0)− αn + βn

2

)
+Rn.

The remainder term Rn in the last step accounts for replacing α+β by αn+βn
in the expression for ζn2

and is bounded (uniformly in θ ∈ Θτ
n1

) up to a constant
by

nξL (|αn − α|+ |βn − β|) = O(nξ−1/2).

As ξ < 1/2,
√
n2Pfn2,h,θ converges uniformly to |h|

(
(1− p)1−ξpγc0

)
/(4K).

Condition (2.10) can be justified by calculations parallel to the above. Further,
Pfn2,h,θ = ζn2

(h, θ)/
√
n2 converges to zero (uniformly over θ ∈ Θτ

n) and hence,
the covariance function of the limiting Gaussian process (for h1, h2 > 0) is given
by

lim
n→∞

Pfn2,h1,θfn2,h1,θ

= lim
n→∞

n1−2ξ
2

[(
αn1(h ≤ 0) + βn1(h > 0)− α+ β

2

)2

+ σ2

]
h1 ∧ h2n

−η

2Kn−γ1

=
(1− p)1−2ξpγσ2

2K
(h1 ∧ h2).
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Analogous results can be established for other choices of (h1, h2) ∈ [−L,L]2.
Also, the above convergence can be shown to be uniform in θ ∈ Θτ

n by a calcu-
lation similar to that done for ζn2

. This justifies the form of the limit Z. Hence,
we get the result. �

A.5. Proof of Theorem 5

As Var(Z(t) − Z(s)) 6= 0, uniqueness of the argmin follows immediately from
Lemma 2.6 of Kim and Pollard (1990). Also, Z(h) → ∞ as |h| → ∞ almost
surely. This is true as

Z(h) = |h|

[√
(1− p)1−2ξpγ

2K
σ
B(h)

|h|
+

(1− p)1−ξpγ

2K

c0
2

]

with B(h)/|h| converging to zero almost surely as |h| → ∞. Consequently,
the unique argmin of Z is tight and Z ∈ Cmin(R) with probability one. An
application of argmin continuous mapping theorem (Kim and Pollard, 1990,
Theorem 2.7) then gives us distributional convergence. By dropping a constant
multiple, it can be seen that

argmin
h

Z(h) = argmin
h

[
σB(h) +

√
(1− p)pγ

2K

c0
2
|h|

]
.

As σ
√
λ0 =

√
((1− p)pγ)/(2K)(c0λ0)/2, by the rescaling property of Brownian

motion,

argmin
h

[
σB(h) +

√
(1− p)pγ

2K

c0
2
|h|

]

= λ0 argmin
v

[
σB(λ0v) +

√
(1− p)pγ

2K

c0
2
|λ0||v|

]
d
= λ0 argmin

v

[
σ
√
λ0B(v) +

√
(1− p)pγ

2K

c0
2
λ0|v|

]
= λ0 argmin

v
[B(v) + |v|] .

The result follows. �
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Appendix B: Supplementary Material

B.1. Proof of Lemma 1

Note that Mn(d̂n(θ̂n), θ̂n) −Mn(dn, θ̂n) is not positive by definition of d̂n(θ̂n).
Hence,

P
[
ρn(d̂n(θ̂n), dn) ≥ κn, θ̂n ∈ Θτ

n

]
≤ E

[
P
[
ρn(d̂n(θ̂n), dn) ≥ κn | θ̂n

]
1
[
θ̂n ∈ Θτ

n

]]
≤ sup

θ∈Θτn

P
[
2ρn(d̂n(θ), dn) ≥ κn

]
≤ sup

θ∈Θτn

P
[
Mn(d̂n(θ), θ)−Mn(dn, θ) ≥ cτn(κn)

]
≤ sup

θ∈Θτn

P
[
Mn(d̂n(θ), θ)−Mn(dn, θ)−

(
Mn(d̂n(θ), θ)−Mn(dn, θ)

)
≥ cτn(κn)

]
≤ sup

θ∈Θτn

P

[
2 sup
d∈Dθ

|Mn(d, θ)−Mn(d, θ)| ≥ cτn(κn)

]
.

As the probability in right side converges to zero and τ > 0 is arbitrary, we get
the result. �

B.2. Proof of Lemma 2

In light of Theorem 2, we only need to establish the finite dimensional conver-
gence. Given the independence of vectors Vis with θ̂n, the drift process ζn(·, θ̂n)

is independent of the centered process (Zn−ζn)(·, θ̂n) given θ̂n. Hence, it suffices
to show the finite dimensional convergence of these two processes separately. On
the set θ̂ ∈ Θτ

n,

|ζn(h, θn + n−ν∆θ̂n
)− ζ(h, ξ)| ≤ sup

θ∈Θτn

|ζn(h, θn + n−ν∆θ)− ζ(h,∆θ)|

+|ζ(h,∆θ̂n
)− ζ(h, ξ)|.

In light of conditions 3 and 4, an application of Skorokhod representation the-
orem then ensures the convergence of finite dimensional marginals of ζn(·, θn +
n−ν∆θ̂n

) to that of the process ζ(·, ξ). To establish the finite dimensional con-
vergence of the centered process Zn − ζn, we require the following result that
arises from a careful examination of the proof of the Central Limit Theorem for
sums of independent zero mean random variables (Billingsley, 1995, pp. 359 -
361).

Theorem 15. For n ≥ 1, let {Xi,n}ni=1 be independent and identically dis-
tributed random variables with mean zero and variance σ2

n > 0. Let Sn =
(1/
√
n)
∑
i≤nXi,n, Fn be the distribution function of Sn and for κ > 0,

Ln(κ) = E
[
X2

1,n1
[
|X1,n| > κ

√
n
]]

Then, for any t ∈ R with |σnt| ≤
√

2n, we have

|F̂n(t)− Φ̂(σnt)| ≤ κσ2
n|t|3 + t2Ln(κ) +

σ4
nt

4 exp(σ2
nt

2)

n
(B.1)

Here ˆ denotes characteristic function, so that Φ̂(t) =
∫
R e

ıtxΦ{dx}.
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We now prove Lemma 2. Let k ≥ 1, c = (c1, . . . ck) ∈ Rk, h = (h1, . . . , hk) ∈
Rk and for ∆θ = nν(θ − θn),

Tn(∆θ) = Tn(h, c,∆θ) =
∑
j≤k

cjGnfn,hj ,θn+n−ν∆θ
.

Note that

π2
n(∆θ) = Var(Tn(∆θ)) = Var

∑
j≤k

cjfn,hj ,θn+n−ν∆θ

 .

converges uniformly in ∆θ, θ ∈ Θτ
n to

π2
0(∆θ) :=

∑
j1,j2

cj1cj2C(hj1 , hj2 ,∆θ).

By Lévy continuity theorem, it suffices to show that the characteristic function

(c1, . . . ck) 7→ E exp
[
ıTn(∆θ̂n

)
]

converges to E exp [ıπ0(ξ)Z], where Z is a standard normal random variable
independent of ξ and ∆θ̂n

. Note that∣∣∣E exp
[
ıTn(∆θ̂n

)
]
− E exp [ıπ0(ξ)Z]

∣∣∣
≤

∣∣∣E exp
[
ıTn(∆θ̂n

)
]
− E exp

[
ıπn(∆θ̂n

)Z
]∣∣∣

+
∣∣∣E exp

[
ıπn(∆θ̂n

)Z
]
− E exp [ıπ0(ξ)Z]

∣∣∣ .
The right side is further bounded (up to 4ε) by

sup
θ∈Θτn

|E exp [ıTn(∆θ)]− E exp [ıπn(∆θ)Z]|

+ sup
θ∈Θτn

|E exp [ıπn(∆θ)Z]− E exp [ıπ0(∆θ)Z]|

+
∣∣∣E exp

[
ıπ0(∆θ̂n

)Z
]
− E exp [ıπ0(ξ)Z]

∣∣∣ .
(B.2)

The second term in the above display is precisely supθ∈Θτn
| exp(−π2

n(∆θ)/2)−
exp(−π2

0(∆θ)/2)| which converges to zero. The third term converges to zero by
continuous mapping theorem. To control the first term, we apply Theorem 15.
Let

Ln(κ,∆θ) = P


∑
j≤k

cj(fn,hj ,θn+n−ν∆θ
− Pfn,hj ,θn+n−ν∆θ

)

2

×

1

∣∣∣∣∣∣
∑
j≤k

cj(fn,hj ,θn+n−ν∆θ
− Pfn,hj ,θn+n−ν∆θ

)

∣∣∣∣∣∣ > √nκ
 .

Then, by Theorem 15, the first term in (B.2) is bounded by

sup
θ∈Θτn

[
κπ2

n(∆θ) + Ln(κ,∆θ) +
π4
n(∆θ) exp(π2

n(∆θ))

n

]
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whenever supθ∈Θτn
|πn(∆θ)| ≤ 2

√
n, which happens eventually as the right side

is O(1). To see this, note that∣∣∣∣∣∣
∑
j≤k

cjfn,hj ,θn+n−ν∆θ

∣∣∣∣∣∣ ≤ 2kmax
j

(|cj | ∨ 1)Fn,θ. (B.3)

Then, by (2.7), supθ∈Θτn
|πn(∆θ)| ≤ 2kmaxj(|cj | ∨ 1) supθ∈Θτn

PF 2
n,θ = O(1).

Further, using (B.3),

Ln(κ,∆θ) ≤
(

2kmax
j

(|cj | ∨ 1)

)2

×

P

[[
F 2
n,θ + PF 2

n,θ

]
1

[
F >

√
nκ

maxj(|cj | ∨ 1)
− PFn,θ

]]
,

which converges to zero uniformly in θ ∈ Θτ
n due to conditions (2.7) and (2.8).

Hence,

lim sup
n→∞

sup
θ∈Θτn

|E exp [ıTn(∆θ)]− E exp [ıπn(∆θ)Z]| ≤ κ lim sup
n→∞

sup
θ∈Θτn

π2
n(∆θ).

As supθ∈Θτn
π2
n(∆θ) = O(1) and κ > 0 is arbitrary, we get the result. �

B.3. Proof of Proposition 1

We show that the result holds for h > 0. The case h < 0 can be shown analo-
gously. In what follows, the dependence on h is suppressed in the notations for
convenience.

To start with, note that ξn = nν(d̂1 − d0) is Op(1) and it converges in distri-
bution to a tight random variable ξ with a continuous bounded density on R. In
particular, P

[
|ξn| < δ, |ξn| > Kδ/2

]
converges to P

[
|ξ| < δ, |ξ| > Kδ/2

]
≤ Cδ,

for some C > 0.
For u ∈ R, let Fun2

denote the distribution function of Tn2
(u), where

Tn2
(u) = Zn2

(h, αn, βn, d0 + un−ν)− Zn2
(h, αn, βn, d0).

Also, let π2
n2

:= π2
n2

(u) = Var[Tn2
(u)]. Conditional on ξn = u, Tn2

is distributed

as Tn2
(u). Also, let ˆ denote characteristic function, so that Φ̂(t) =

∫
R e

ıtxΦ{dx}.
By Lévy continuity theorem, it suffices to show that for any t ∈ R,

E [exp (ıtTn2
)]− Φ̂(tπ0)

converges to zero. Note that∣∣∣E [exp (ıtTn2
)]− Φ̂(tπ0)

∣∣∣
=

∣∣∣E [E [exp (ıtTn2
)− Φ̂(tπ0)

∣∣∣ ξn]]∣∣∣
= sup

δ≤|u|≤Kδ/2

∣∣∣F̂un2
(t)− Φ̂(tπ0)

∣∣∣+ 2P
[
|ξ| < δ, |ξ| > Kδ/2

]
= sup

δ≤|u|≤Kδ/2

∣∣∣F̂un2
(t)− Φ̂(tπn2

(u))
∣∣∣

+ sup
δ≤|u|≤Kδ/2

∣∣∣Φ̂(tπn2(u))− Φ̂(tπ0)
∣∣∣+ Cδ (B.4)
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We first show that πn2(u) converges to π0 uniformly over u, δ ≤ |u| ≤ Kδ/2

which will ensure that the second term on the right side of the above display
converges to zero. To show this, note that

Tn2
(u)

=
1

nξ2

n2∑
i=1

(
βn − αn

2
+ εi

)[
1
[
UiKn1

−γ ∈ (−un−ν ,−un−ν + hn−η]
]

−1
[
UiKn1

−γ ∈ (0, hn−η]
]]

=
1

nξ2

n2∑
i=1

(
βn − αn

2
+ εi

)[
1
[
UiKp

−γ ∈ (−un−ν+γ ,−un−ν+γ + hn−ν ]
]

−1
[
UiKp

−γ ∈ (0, hn−ν ]
]]
.

Hence, πn2
can be simplified as

π2
n2

(u) = Var[Tn2(u)]

=
n2

n2ξ
2

E
[
((βn − αn)/2− ε)

[
1
[
UKp−γ ∈ (−un−ν+γ ,−un−ν+γ + hn−ν ]

]
−1
[
UKp−γ ∈ (0, hn−ν ]

]]]2
=

n2

n2ξ
2

E
[(

(βn − αn)2/4 + σ2
)
×

1
[
UKp−γ ∈ (−un−ν+γ ,−un−ν+γ + hn−ν ]4(0, hn−ν ]

]]
.

For n > N1 = (h/|δ|)1/ν , the sets (−un−ν+γ ,−un−ν+γ + hn−ν ] and (0, hn−ν ]
are disjoint and hence,

π2
n2

(u) =
n2

n2ξ
2

(
c20
4
n−2ξ + σ2

)[
2hn−ν

2Kp−γ

]
= π2

0 + C̃n−2ξ, (B.5)

where C̃ = c20(1−p)1−2ξh/(4K). Consequently, π2
n2

(u) converges to π2
0 uniformly

over u.
Next, we apply Theorem 15 to show that the first term in (B.4) converges to

zero. Write Tn2(h) as (1/
√
n2)

∑
i≤n2

Ri,n2(u), where

Ri,n2
(u)

= n
1/2−ξ
2

(
βn − αn

2
+ εi

)[
1
[
UiKp

−γ ∈ (−un−ν+γ ,−un−ν+γ + hn−ν ]
]

−1
[
UiKp

−γ ∈ (0, hn−ν ]
]]
.

As γ < ν, the intervals (−un−ν+γ ,−un−ν+γ + hn−ν ] and
(0, hn−ν ] are both contained in [−Kp−γ ,Kp−γ ] for n > N2 =
max

{
(Kδ/2/Kp

−γ)1/(ν−γ), (h/Kp−γ)1/ν
}

and have the same Lebesgue
measure hn−ν . Hence, E[Tn2

(u)] = E[Ri,n2
(u)] = 0 for n > N1. Thus Tn2

(u) is
a normalized sum of mean zero random variables. Let

Ln2(κ, u) = E
[
Ri,n2(u)21 [|Ri,n2(u)| >

√
n2κ]

]
. (B.6)

Using Theorem 15, for any κ > 0, n2 > max(N1, N2) and |πn2
(u)t| ≤

√
2n2

(which holds eventually) we have

|F̂un2
(t)− Φ̂(πn2

(u)t)| ≤ κπ2
n2

(u)|t|3 + t2Ln2
(κ, u) +

π4
n2

(u)t4 exp(π2
n2

(u)t2)

n2
(B.7)
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As supδ≤|u|≤Kδ/2 πn2(u) = O(1) and κ is arbitrary, it suffices to show that

sup
δ≤|u|≤Kδ/2

Ln2
(κ, u)

converges to zero. Using the expression for πn2
in (B.5), we have

Ln2
(κ, u)

≤ n2

n2ξ
2

E
[
ε2
[
1
[
UKp−γ ∈ (−un−ν+γ ,−un−ν+γ + hn−ν ]4(0, hn−ν ]

]]
×

1
[
n

1/2−ξ
2 |ε| >

√
n2κ

]]
+C̃n−2ξ

. n−2ξ + E ε21
[
|ε| > κnξ2

]
,

which converges to zero uniformly in u. Hence, the first term in right side of
(B.4) converges to zero. As δ > 0 is arbitrary, we get the result. �

B.4. Proof of Theorem 6

We derive bounds in terms of n (n1, n2 and n have the same order). Firstly,

note that 0 ∈ Dθ, for all θ ∈ Θτ
n1

, whenever n > N
(1)
τ := (1/p)(Kτ/K)3/(1−3γ).

Further, as r′(d0) > 0 and r is continuously differentiable, there exists δ0 > 0
such that |r′(x)− r′(d0)| < r′(d0)/2 (equivalently, r′(d0)/2 < r′(x) < 3r′(d0)/2)

for x ∈ [d0 − δ0, d0 + δ0]. As u ∈ Dθ and θ ∈ Θτ
n1

, |d0 + un−γ2 | < Kτn
−1/3
1 +

Kn−γ1 < δ0 for n > N
(2)
τ,δ0

:= (1/p)((Kτ + K)/δ0)1/γ . Hence, for n > N
(3)
τ,δ0

:=

max(N
(1)
τ , N

(2)
τ,δ0

), by a change of variable,

Mn2
(u, θ) = nγ2

[∫ d0+un−γ2

d0

(r(t)− r(d0))
nγ1
2K

dt

]

≥ nγ2

[∫ d0+un−γ2

d0

r′(d0)

2
(t− d0)

nγ1
2K

dt

]
& u2 =: ρ2

n2
(u, 0).

Using Theorem 1, we need to bound

sup
θ∈Θτn

E∗ sup
|u|≤δ,u∈Dθ

|(Mn2(u, θ)−Mn2(u, θ))− (Mn2(0, θ)−Mn2(0, θ))| (B.8)

Recall that Mn2
(0, θ) = Mn2

(0, θ) = 0. Also,

√
n|Mn2

(u, θ)−Mn2
(u, θ)| = |Gn2

gn2,u,θ|

The class of functions Fδ,θ = {gn2,u,θ : |u| ≤ δ, u ∈ Dθ} is a VC class of index

at most 3, with a measurable envelope (for n > N
(3)
τ,δ0

)

Mδ,θ = nγ2(2‖r‖∞ + |ε|)×
1
[
UKn−γ1 ∈

[
d0 − θ − δn−γ2 , d0 − θ + δn−γ2

]]
.

Note that

E [Mδ,θ]
2 . nγ2P

[
UKn−γ1 ∈

[
d0 − θ − δn−γ2 , d0 − θ + δn−γ2

]]
. δ.
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Further, the uniform entropy integral for Fδ,θ is bounded by a constant which
only depends upon the VC-indices, i.e., the quantity

J(1,Fδ,θ) = sup
Q

∫ 1

0

√
1 + logN(u‖Mδ,θ‖Q,2,Fδ,θ, L2(Q))du

is bounded. Using Theorem 2.14.1 of van der Vaart and Wellner (1996), we have

E∗ sup
|u|≤δu∈Dθ

nγ2 |Gn2
gn2,u,θ| . J(1,Fδ,θ)‖Mδ,θ‖2 . δ1/2.

Note that this bound is uniform in θ ∈ Θτ
n. Hence, a candidate for φn(·) to apply

Theorem 1 is φn(δ) = δ1/2. The sequence rn = n(1−2γ)/3 satisfies the conditions
r2
nφn(1/rn) ≤ √n2. As a consequence, rnû = Op(1). �

B.5. Proof of Theorem 7

We outline the main steps of the proof below. Note that

fn2,w,θ = n
1/6−γ/3
2 (r(θ + UKn−γ1 ) + ε− r(d0))×(
1
[
θ + UKn−γ1 ≤ d0 + wn

−(α+γ)
2

]
− 1

[
θ + UKn−γ1 ≤ d0

])
.

For any L > 0, we use Theorem 2 to justify the tightness of Zn2
(w, θ̂n1

) for
w ∈ [−L,L]. For sufficiently large n, the set {w : w/nα2 ∈ Dθ} contains [−L,L]
for all θ ∈ Θτ

n1
and hence, it is not necessary to extend Zn2

(equivalently, fn2,w,θ)
as done in (2.5). For a fixed θ ∈ Θτ

n1
and an envelope for {fn2,w,θ : w ∈ [−L,L]}

is given by Fn2,θ(V ) which equals

n
1/6−γ/3
2 (2‖r‖∞ + |ε|)1

[
θ + UKn−γ1 ∈ [d0 − Ln−(α+γ)

2 , d0 + Ln
−(α+γ)
2 ]

]
.

Further, PF 2
n,θ . n

1/3−2γ/3n−α = O(1). Also,

P
[
F 2
n2,θ1[Fn2,θ >

√
n2t]

]
. Eε21

[
2‖r‖∞ + |ε| >

√
n2n

−1/6+γ/3t
]
,

which goes to zero (uniformly in θ) as E
[
ε2
]
<∞. Hence, conditions (2.7) and

(2.8) of Theorem 2 are verified. With ρ̃(w1, w2) = |w1−w2|, conditions (2.9) and
(2.10) can be justified by elementary calculations. We justify (2.10) below. For

−L ≤ w2 ≤ w1 ≤ L and sufficiently large n (such that (Kτn
−1/3
1 +Ln

−(1+γ)/3
2 ) <

min(Kn−γ1 , δ0) with δ0 as defined in the proof of Theorem 6), a change of variable
and boundedness of r′ in a δ0-neighborhood of d0 yields

|ζn2
(w1, θ)− ζn2

(w2, θ)| ≤ n
2/3−γ/3
2

∫ d0+w1n
−(1+γ)/3
2

d0+w2n
−(1+γ)/3
2

(r(s)− r(d0))
nγ1
2K

ds

= n
1/3−2γ/3
2

∫ w1

w2

(r(d0 + tn
−(1+γ)/3
2 )− r(d0))

nγ1
2K

ds

.
3r′(d0)

4
(w1 − w2)2.

The above bound does not involve θ and converges to zero when |w1−w2| goes
to zero. Hence, condition (2.10) holds.

Further, for a fixed θ, the class {fn2,w,θ : w ∈ [−L,L]} is VC of index at
most 3 with envelope Fn,θ. Hence, the entropy condition in (2.11) is satisfied.
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The measurability condition (2.13) can be readily justified as well. Hence, the
processes Zn2 are asymptotically tight for w in any fixed compact set.

For a fixed θ ∈ Θτ
n, w ∈ [0, L] and sufficiently large n, ζn2

(w, θ) equals

n
2/3−γ/3
2

∫ d0+wn
−(1+γ)/3
2

d0

(r(s)− r(d0))
nγ1
2K

ds

=
(1− p)2/3−γ/3pγn2/3+2γ/3

2K

∫ d0+wn
−(1+γ)/3
2

d0

(r(s)− r(d0))ds

=
(1− p)2/3−γ/3pγn1/3+γ/3

2K(1− p)(1+γ)/3

∫ w

0

(r(d0 + tn
−(1+γ)/3
2 )− r(d0))dt

=
(1− p)−γpγ

2K

r′(d0)

2
w2 + o(1).

This convergence is uniform in θ by arguments paralleling those for justifying
condition (2.10).

Note that Pfn2,w,θ = ζn2
(w, θ)/

√
n2 converges to zero. Hence, for a fixed

θ ∈ Θτ
n and w1, w2 ∈ [0, L], L > 0, the covariance function of Zn2

eventually
equals (up to an o(1) term which does not depend on θ due to a change of
variable)

P [fn2,w1,θfn2,w2,θ]

= n
1/3−2γ/3
2

∫ (w1∧w2)n
−(1+γ)/3
2

0

[
σ2 + (r(d0 + s)− r(d0))2

] nγ1
2K

ds

=
pγn1/3+γ/3

2K(1− p)−1/3+2γ/3
×∫ (w1∧w2)n

−(1+γ)/3
2

0

[
σ2 + (r(d0 + s)− r(d0))2

]
ds

=
pγ

2K(1− p)γ

∫ (w1∧w2)

0

[
σ2 + (r(d0 + tn

−(1+γ)/3
2 )− r(d0))2

]
ds

=
pγ

2K(1− p)γ
(w1 ∧ w2)σ2 + o(1).

This justifies the form of the limit process Z. Note that the process Z ∈ Cmin(R)
(using argmin versions of Lemmas 2.5 and 2.6 of Kim and Pollard (1990)) and
it possesses a unique argmin almost surely which is tight (the Chernoff random
variable). An application of argmin continuous mapping theorem (Kim and Pol-
lard, 1990, Theorem 2.7) along with (4.3) yields

nα+γ
2 (d̂2 − d0)

d→ argmin
w

{
σ

√
pγ

2K(1− p)γ
+

(1− p)−γpγ

2K

r′(d0)

2
w2

}
.

Consequently,

n(1+γ)/3(d̂2 − d0)

d→ (1− p)−(1+γ)/3 argmin
w

{
σ

√
pγ

2K(1− p)γ
B(w) +

(1− p)−γpγ

2K

r′(d0)

2
w2

}
.

Letting λ̃ =
(
8σ2K(1− p)γ/((r′(d0))2pγ)

)1/3
so that σ

√
λ̃pγ/(2K(1− p)γ) =

(1− p)−γpγr′(d0)λ̃2/(4K), the rescaling property of Brownian motion gives

(1− p)−(1+γ)/3 argmin
w

{
σ

√
pγ

2K(1− p)γ
B(w) +

(1− p)−γpγ

2K

r′(d0)

2
w2

}
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= (1− p)−(1+γ)/3λ̃ argmin
v

{
σ

√
pγ

2K(1− p)γ
B(λ̃v) +

(1− p)−γpγ

2K

r′(d0)

2
(λ̃v)2

}
d
= (1− p)−(1+γ)/3λ̃ argmin

v

σ
√

λ̃pγ

2K(1− p)γ
B(v) +

(1− p)−γpγ

2K

r′(d0)

2
(λ̃v)2


= (1− p)−(1+γ)/3λ̃ argmin

v

{
B(v) + v2

}
=

(
8σ2K

(r′(d0))2pγ(1− p)

)1/3

argmin
v

{
B(v) + v2

}
.

The result follows. �

B.6. Proof of Theorem 13

Note that for f(x) = 1 [x ≥ a]

R(f) =

∫ a

0

r(x)dx+

∫ 1

a

(1− r(x))dx =

∫ 1

0

(1− r(x))dx+

∫ a

0

(2r(x)− 1)dx.

For notational ease, we use
∫ d
c

to denote −
∫ c
d

whenever c > d. Then, by a
change of variable,

n2(1+γ)/3(R(f̂)−R(f∗))

= n(1+γ)/3

∫ d̂2

d0

2(r(x)− 1/2)dx

= n(1+γ)/3

∫ (n(1+γ)/3(d̂2−d0))

0

2(r(d0 + hn−(1+γ)/3)− r(d0))dh.

By Skorokhod’s representation theorem, a version of n(1+γ)/3(d̂2−d0), say ξn(ω),
converges almost surely to a tight random variable ξ(ω) which has the same
distribution as the random variable on right side of (7.1). As r is continuously
differentiable in a neighborhood of d0 = r−1(1/2), there exists δ0 > 0, such that
|r′(x)| < 2r′(d0), whenever |x−d0| < δ0. Hence, for a τ > 0 and a fixed ω, there
exist Nω,τ,δ0 ∈ N, such that |ξn(ω) − ξ(ω)| < τ and (|ξ(ω)| + τ)n−(1+γ)/3 < δ0
whenever n > Nω,τ,δ0 . Hence, for n > Nω,τ,δ0 ,

n(1+γ)/3

∫ ξn(ω)

0

2(r(d0 + hn−(1+γ)/3)− r(d0))dh

= n(1+γ)/3

∫ ξn(ω)

0

2(r(d0 + hn−(1+γ)/3)− r(d0))1 [|h| ≤ |ξ(ω)|+ τ ] dh

=

∫ ξn(ω)

0

2r′(d?h)h1 [|h| ≤ |ξ(ω)|+ τ ] dh,

where d?h is an intermediate point between d0 and d0 + hn−(1+γ)/3. Note that
r′(d?h) converges (pointwise in h) to r′(d0). As the integrand is bounded by
4r′(d0)h1 [|h| ≤ |ξ(ω)|+ τ ] which is integrable, by the dominated convergence
theorem, the above display then converges to r′(d0)ξ2(ω). Consequently,

P

(
n(1+γ)/3

∫ ξn

0

2(r(d0 + hn−(1+γ)/3)− r(d0))dh6→r′(d0)ξ2

)
≤ P (ξn 6→ξ) = 0.

Thus, we establish the result. �



A. Mallik, M. Banerjee and G. Michailidis/Multistage procedures 45

B.7. Proof of Theorem 8

Let M(d) = P
[
Y (1)1

[
|X(1) − d| < b

]]
. For F (t) =

∫ t
0
m(x+ d0)dx, we have

M(d) = F (d− d0 + b)− F (d− d0 − b).

Note that M ′(d) = 0 implies m(d + b) = m(d − b) which holds for d = d0.
Hence, d0 maximizes M(·). Also, note that M ′′(d0) = m′(d0 + b)−m′(d0− b) =
2m′(d0 + b) < 0. For d in a small neighborhood of d0 (such that d+ b > d0 and
2m′(d+ b) ≤ m′(d0 + b)), we get

M(d)−M(d0) ≤ −|m′(d0 + b)|(d− d0)2.

Note that we derived an upper bound here as our estimator is an argmax (instead
of an argmin) of the criterion Mn1

. Hence, the distance for applying Theorem
3.2.5 of van der Vaart and Wellner (1996) can be taken to be ρ(d, d0) = |d −
d0|. The consistency of d̂1 with respect to ρ can be deduced through standard
Glivenko-Cantelli arguments and an application of argmax continuous mapping
theorem (van der Vaart and Wellner, 1996, Corollary 3.2.3). For sufficiently
small δ > 0, consider the modulus of continuity

E∗ sup
|d−d0|<δ

√
n1|(Mn1 −M)(d)− (Mn1 −M)(d0)|

= E∗ sup
|d−d0|<δ

∣∣∣Gn1Y
(1)
{

1
[
|X(1) − d| ≤ b

]
− 1

[
|X(1) − d0| ≤ b

]}∣∣∣
An envelope for the class of functions Fδ = {gd(x, y) =
y {1 [|x− d| ≤ b]− 1 [|x− d0| ≤ b]} : |d− d0| < δ} is given by

Fδ(X
(1), ε) = (‖m‖∞ + |ε|)1

[
|X(1) − d0| ∈ [b− δ, b+ δ]

]
.

Note that ‖Fδ‖2 . δ1/2. Further, the uniform entropy integral for Fδ is bounded
by a constant which only depends upon the VC-indices, i.e., the quantity

J(1,Fδ) = sup
Q

∫ 1

0

√
1 + logN(u‖Fδ‖Q,2,Fδ, L2(Q))du

is bounded. Using Theorem 2.14.1 of van der Vaart and Wellner (1996), we have

E∗ sup
|d−d0|<δ

√
n1|(Mn1

−M)(d)− (Mn1
−M)(d0)| . J(1,Fδ)‖Fδ‖2 . δ1/2.

Hence, a candidate for φn(δ) in Theorem 3.2.5 of van der Vaart and Wellner

(1996) is φn(δ) = δ1/2. This yields n
1/3
1 (d̂1 − d0) = Op(1). Next, consider the

local process,

Zn1(h) = n
2/3
1 Pn1Y

(1)
[
1
[
|X(1) − (d0 + hn

−1/3
1 )| < b

]
− 1

[
|X(1) − d0| < b

]]
.

Note that

E [Zn1
(h)] = n

2/3
1

{
M(d0 + hn

−1/3
1 )−M(d0)

}
=

M ′′(d0) + o(1)

2
(hn
−1/3
1 )2n

2/3
1

= m′(d0 + b)h+ o(1) = −ch+ o(1).

Let G(t) =
∫ t

0
m2(d0 + x)dx. Then,

Var(Zn1(h))
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=
n

4/3
1

n2
1

Var
[
Y (1)

[
1
[
|X(1) − (d0 + hn

−1/3
1 )| < b

]
− 1

[
|X(1) − d0| < b

]]]
= n

1/3
1 E

[
(Y (1))2

[
1
[
|X(1) − (d0 + hn

−1/3
1 )| < b

]
− 1

[
|X(1) − d0| < b

]]2]
+o(1)

= n
1/3
1

[
G(b+ hn

−1/3
1 )−G(b) +G(−b+ hn

−1/3
1 )−G(−b) + 2σ2hn

−1/3
1

]
= (m2(d0 + b) +m2(d0 − b) + 2σ2)h+ o(1)

= 2(m2(d0 + b) + σ2)h+ o(1) = a2h+ o(1).

The limiting covariance function can be derived in an analogous manner and
the tightness of the process follows from an application of Theorem 2.11.22 of
van der Vaart and Wellner (1996) involving routine justifications. An applica-
tion of argmax continuous mapping theorem (van der Vaart and Wellner, 1996,
Theorem 3.2.2) gives

n
1/3
1 (d̂1 − d0)

d→ argmax
{
aB(h)− ch2

}
.

By rescaling arguments, we get the result. �

B.8. Proof of Theorem 9

Rate of convergence. Choose Kτ > 0, such that for Θτ
n1

= [θ0 −Kτn
−1/3
1 , θ0 +

Kτn
−1/3
1 ], P

[
d̂1 /∈ Θτ

n1

]
< τ . As γ < 1/3, for all θ ∈ Θτ

n1
, d0 ∈ Dθ, whenever

n > N
(1)
τ := (1/p)(Kτ/(K − b))3/(1−3γ). For d ∈ Dθ, the set {u : |θ + uKn−γ1 −

d| ≤ bn−γ1 } ⊂ [−1, 1]. Hence, by a change of variable,

Mn2
(d, θ) := E [Mn2

(d, θ)]

=
1

2

∫ 1

−1

m(θ + uKn−γ1 )1
[
|θ + uKn−γ1 − d| ≤ bn−γ1

]
du

=
1

2

∫
R
m(θ + uKn−γ1 )1

[
|θ + uKn−γ1 − d| ≤ bn−γ1

]
du

=
nγ1
2K

∫
R
m(x)1

[
|x− d| ≤ bn−γ1

]
dx

=
nγ1
2K

∫ d+bn−γ1

d−bn−γ1

m(x)dx. (B.9)

Let

Fn(d) =

∫ d+bn−γ1

d−bn−γ1

m(x)dx.

Note that F ′n(d) = m(d+ bn−γ1 )−m(d− bn−γ1 ). Also,

F ′′n (d) = m′(d+ bn−γ1 )−m′(d− bn−γ1 )

= m′(d+ bn−γ1 ) +m′(2d0 − d+ bn−γ1 ),

whenever d 6= d0 ± bn−γ1 . Here, the last step follows from the anti-symmetry of
m′ around d0 (but not at d0). Further, as −m′(d0+) > 0 and m̃ is continuously
differentiable in a neighborhood of 0, there exists δ0 > 0 such that |m′(x) −
m′(d0+)| < −m′(d0+)/2 (equivalently, 3m′(d0+)/2 < m′(x) < m′(d0+)/2) for

x ∈ (d0, d0+δ0]. For d ∈ Dθ and θ ∈ Θτ
n1

, |d±bn−γ1 −d0| < Kτn
−1/3
1 +Kn−γ1 < δ0
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for n > N
(2)
τ,δ0

:= (1/p)((Kτ + K)/δ0)1/γ . Let ρ2
n(d, d0) = nγ1(d − d0)2. For

n > N
(3)
τ,δ0

:= max(N
(1)
τ , N

(2)
τ,δ0

) and ρn(d, d0) < κn := bn
−γ/2
1 (so that d0 ∈

[d− bn−γ1 , d+ bn−γ1 ]),

F ′′n (d) = m′(d+ bn−γ1 ) +m′(2d0 − d+ bn−γ1 )

≤ 2(−m′(d0+)/2) = m′(d0+) = −|m′(d0+)|.

Consequently, by a second order Taylor expansion,

Mn2
(d, θ)−Mn2

(d0, θ) =
nγ1
2K

[Fn(d)− Fn(d0)] (B.10)

≤ − n
γ
1

2K

|m′(d0+)|
2

(d− d0)2

. −nγ1(d− d0)2 = (−1)ρ2
n(d, d0).

Again, an upper bound is deduced here as we are working with an argmax
estimator.

Claim A. We claim that P
[
ρn(d̂n, d0) ≥ κn

]
converges to zero. We first use

the claim to prove the rate of convergence. To apply Theorem 1, we need to
bound

sup
θ∈Θτn1

E∗ sup
|d−d0|<n−γ/21 δ

d∈Dθ

√
n2 |(Mn2

(d, θ)−Mn2
(d, θ))− (Mn2

(d0, θ)−Mn(d0, θ))| .

(B.11)
Note that

√
n2 ((Mn2

(d, θ)−Mn2
(d, θ))− (Mn2

(d0, θ)−Mn(d0, θ))) = Gn2
gn2,d,θ(V ),

where

gn2,d,θ(V ) =
[
m(θ + UKn−γ1 ) + ε

]
×[

1
[
|θ + UKn−γ1 − d| < bn−γ1

]
− 1

[
|θ + UKn−γ1 − d0| < bn−γ1

]]
.

The class of functions Fδ,θ = {gn2,d,θ : |d − d0| < n
−γ/2
1 δ, d ∈ Dθ} is VC with

index at most 3 and has a measurable envelope

Mδ,θ(V )

= (‖m‖∞ + |ε|)×[
1
[
bn−γ1 − (d0 + n

−γ/2
1 δ) < θ0 + UKn−γ1 < bn−γ1 − (d0 − n−γ/21 δ)

]
+1
[
−bn−γ1 − (d0 + n

−γ/2
1 δ) < θ0 + UKn−γ1 < −bn−γ1 − (d0 − n−γ/21 δ)

]]
.

Note that E [Mδ,θ(V )]
2 . n−γ/2δ. Hence, the uniform entropy integral for Fδ,θ

is bounded by a constant which only depends upon the VC-indices, i.e., the
quantity

J(1,Fδ,θ) = sup
Q

∫ 1

0

√
1 + logN(u‖Mδ,θ‖Q,2,Fδ,θ, L2(Q))du

is bounded. Using Theorem 2.14.1 of van der Vaart and Wellner (1996), we have

E∗ sup
|d−d0|<n−γ/21 δ

d∈Dθ

|Gn2gn2,d,θ| ≤ J(1,Fδ,θ)‖Mδ,θ‖2 . nγ/4δ1/2. (B.12)
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The above bound is uniform in θ ∈ Θτ
n1

. Hence, a candidate for φn to apply

Theorem 1 is φn2
(δ) = nγ/4δ1/2. This yields n(1+γ)/3(d̂2 − d0) = Op(1).

Proof of Claim A. Note that ρn(d, d0) ≥ κn ⇔ |d − d0| ≥ bn−γ1 . Also, for
such d ∈ Dθ, the bin (d − bn−γ1 , d + bn−γ1 ) does not contain d0 and is either
completely to the right of d0 or to the left (regions where m is continuously

differentiable). In particular, for such d’s with d > d0 and n > N
(3)
τ,δ0

,

F ′n(d) = m(d+ bn−γ1 )−m(d− bn−γ1 ) ≤ −(|m′(d0+)|/2)(2bn−γ1 ) = −|m′(d0+)|bn−γ1 .

As a consequence,

Mn2(d, θ)−Mn2(d0+bn−γ1 , θ) ≤ (nγ1/2K)(−(|m′(d0+)|bn−γ1 )|d−(d0+bn−γ1 )|) ≤ 0,
(B.13)

for d > d0 + bn−γ1 . Also, for n > N
(3)
τ,δ0

,

Mn2(d0 + bn−γ1 , θ)−Mn2(d0, θ)

=
nγ1
2K

[∫ d0+2bn−γ1

d0

m(x)dx− 2

∫ d0+bn−γ1

d0

m(x)dx

]

=
nγ1
2K

[∫ d0+2bn−γ1

d0+bn−γ1

m(x)dx−
∫ d0+bn−γ1

d0

m(x)dx

]

=
nγ1
2K

∫ d0+bn−γ1

d0

(m(x+ bn−γ1 )−m(x))dx

≤ nγ1
2K

∫ d0+bn−γ1

d0

(m′(d0)/2)bn−γ1 )dx ≤ −|m
′(d0)|b2

4K
n−γ1 .

(B.14)

Using (B.13) and (B.14),

cτn(κn) = sup
θ∈Θτn

sup
ρn(d,dn)≥κn,d>d0

d∈Dθ

{Mn2
(d, θ)−Mn2

(d0, θ)}

≤ sup
θ∈Θτn

sup
ρn(d,dn)≥κn,d>d0

d∈Dθ

{
Mn2(d, θ)−Mn2(d0 + bn−γ1 , θ)

}
+ sup
θ∈Θτn

sup
ρn(d,dn)≥κn,d>d0

d∈Dθ

{
Mn2

(d0 + bn−γ1 , θ)−Mn2
(d0, θ)

}
. −n−γ .

Note that an upper bound is derived as we are working with argmax type esti-
mators instead of argmins. The same upper bound can deduced for the situation
d < d0. Further, Mn2(d, θ)−Mn2(d, θ) = (Pn2 − P )g̃n2,d,θ, where

g̃n2,d,θ(V ) =
[
m(θ + UKn−γ1 ) + ε

]
1
[
|θ + UKn−γ1 − d| < bn−γ1

]
.

The class of functions Gn2,θ = {g̃n2,d,θ : d ∈ Dθ} is VC of index at most 3 and
is enveloped by the function

Gn2
(V ) = (‖m‖∞ + |ε|)

with ‖Gn2
‖L2(P ) = O(1). Further, the uniform entropy integral for Gn2,θ is

bounded by a constant which only depends upon the VC-indices, i.e., the quan-
tity

J(1,Gn2,θ) = sup
Q

∫ 1

0

√
1 + logN(u‖Gn2‖Q,2,Gn2,θ, L2(Q))du
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is bounded. Using Theorem 2.14.1 of van der Vaart and Wellner (1996),

E∗ sup
Gn2,θ

|Gn2
g̃n2,d,θ| . J(1,Gn2,θ)‖Gn2

‖2 = O(1), (B.15)

where the O(1) term does not depend on θ (as the envelope Gn2
does not depend

on θ). Consequently, by Markov inequality,

sup
θ∈Θτn1

P

[
2 sup
d∈Dθ

|Mn(d, θ)−Mn(d, θ)| > −cτn(κn)

]
≤ O(1)√

nn−γ
.

As γ < 1/3 < 1/2, the right side converges to zero. Hence, Claim A holds.
Limit distribution. For deriving the limit distribution, let

Zn2
(h, θ) = Gn2

fn2,h,θ(V ) + ζn2
(h, θ),

where ζn2
(h, θ) =

√
n2P [fn2,h,θ(V )] and

fn2,h,θ(V ) = n
1/6−γ/3
2 (g

n2,d0+hn
(1+γ)/3
2 ,θ

(V )− gn2,d0,θ(V )).

Further, the asymptotic tightness of processes of the type

√
n2Gn2

(m(θ+UKn−γ1 )+ε)1
[
d0 − bn−γ1 < θ + UKn−γ1 ≤ d0 + hn

−(1+γ)/3
2 + bn−γ1

]
(B.16)

can be established by arguments analogous to those in the proof of Theorem 7.
As indicators with absolute values can be split as

1 [|a1 − a2| ≤ a3] = 1 [a1 − a2 ≤ a3]− 1 [a3 < a1 − a2|] ,

the process Zn2
can be broken into process of the form (B.16). As the sum of

tight processes is tight, we get tightness for the process Zn2 . Further,

ζn2
(h, θ) = n

1/2+1/6−γ/3
2

[
Mn2

(d0 + hn
−(1+γ)/3
2 , θ)−Mn2

(d0, θ)
]
.

Fix L > 0. For h ∈ [−L,L] and θ ∈ Θτ
n1

, both d0 + hn
(1+γ)/3
2 and d0 lie in the

set Dθ and hence,

ζn2(h, θ) = n
2/3−γ/3
2

nγ1
2K

[
Fn(d0 + hn

−(1+γ)/3
2 )− Fn(d0)

]
.

Note that

F ′′n (d0+hn
−(1+γ)/3
2 ) = m′(d0+hn

−(1+γ)/3
2 +bn−γ1 )−m′(d0+hn

−(1+γ)/3
2 −bn−γ1 ).

For any h ∈ [−L,L], d0 ∈ [d0 + hn
−(1+γ)/3
2 − bn−γ1 , d0 + hn

−(1+γ)/3
2 − bn−γ1 ]

eventually and hence, F ′′n (d0 + hn
−(1+γ)/3
2 ) = 2m′(d0+) + o(1). Consequently,

ζn2(h, θ) =
pγn

2/3+2γ/3
2

2K(1− p)γ
F ′′n (d0 + o(1))

2
h2n

−2(1+γ)/3
2

= − pγ

(1− p)γ
|m′(d0+)|

2K
h2 + o(1).

Note that the above convergence is uniform in θ ∈ Θτ
n1

(due to a change of
variable allowed for large n). Next, we justify the form of the limiting variance
function for simplicity. The covariance function can be deduced along to same
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lines in a notationally tedious manner. As P [fn2,h,θ(V )] = ζn2(h, θ)/
√
n con-

verges to zero, for θ ∈ Θτ
n1

and h ∈ [0, L], the variance of Zn2
(h) eventually

equals (up to an o(1) term)

P
[
f2
n2,h1,θ

]
=

n
1/3−2γ/3
2

2Kn−γ1

∫
R

(
σ2 +m2(x)

) [
1
[
|x− d0 + hn

−(1+γ)/3
2 | ≤ bn−γ1

]
− 1

[
|x− d0| ≤ bn−γ1

]]2
dx.

Note that[
1
[
|x− (d0 + hn

−(1+γ)/3
2 )| ≤ bn−γ1

]
− 1

[
|x− d0| ≤ bn−γ1

]]2
= 1

[
d0 + bn−γ1 < x ≤ d0 + hn

−(1+γ)/3
2 + bn−γ1

]
+1
[
d0 − bn−γ1 < x ≤ d0 + hn

−(1+γ)/3
2 − bn−γ1

]
.

Further,

n
1/3−2γ/3
2 nγ1

2K

∫
R

(
σ2 +m2(x)

)
1
[
d0 + bn−γ1 < x ≤ d0 + hn

−(1+γ)/3
2 + bn−γ1

]
dx

=
pγn

1/3+γ/3
2

2K(1− p)γ
(σ2 +m2(d0) + o(1))hn

−(1+γ)/3
2

=
pγ

2K(1− p)γ
(σ2 +m2(d0))h+ o(1).

Hence, the process Zn2 converges weakly to the process

Z(h) =

√
pγ

K(1− p)γ
(m2(d0) + σ2)B(h)− pγ

(1− p)γ
|m′(d0+)|

2K
h2.

By usual rescaling arguments we get the result. �

Remark 10. If a non-flat design centered at d̂1 is used instead of a uniform
design at the second stage, i.e., if the second stage design points are sampled

as X
(2)
i = d̂1 + ViKn

−γ
1 , where Vi’s are i.i.d. realizations from a distribution

with a non-flat density ψ supported on [−1, 1], then the second stage population
criterion function Mn2(d, θ) = E [Mn2(d, θ)] need not be at its maximum at d0.
To see this, consider the situation where m(x) = exp(−|x − d0|) and ψ(x) =
C exp(−|x|)1 [|x| ≤ 1] for some constant C > 0. From calculations parallel to
those in (B.9) (a change of variable), it can be deduced that

Mn2
(d, θ) =

nγ1
K

∫ d+bn−γ1

d−bn−γ1

m(x)ψ

(
nγ1
K

(x− θ)
)
dx

=
Cnγ1
K

∫ d+bn−γ1

d−bn−γ1

exp

(
−|x− d0| −

nγ1
K
|x− θ|

)
dx.

It can be shown that Mn2(d, d̂1) is maximized at d? = (d0 + (nγ1/K)d̂1)/(1 +

nγ1/K) with probability converging to 1. Using Theorem 8, (d?−d0) = Op(n
−1/3
1 ).

As d̂2 is a guess for d?, it is not expected to converge to d0 at a rate faster

than n
1/3
1 . Moreover, a simpler analysis along these lines shows that d̂1 is not

guaranteed to be consistent if a non-flat design is used to generate the covariates

X
(1)
i s at the first stage.

Remark 11. For the situation where m′(d0) = 0 but m′′(d0) < 0, note

that F ′n(d0) = m′(d0 + bn−γ1 ) − m′(d0 − bn
−γ)
1 ≤ −m′′(d0)bn−γ1 , for suf-

ficiently large n. Consequently, from derivations similar to those in (B.10),
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Mn2(d, θ) −Mn2(d0, θ) . −(d − d0)2, and hence, a choice for the distance is
ρn(d, d0) = |d − d0|. Paralleling the steps in the above proof, it can be shown
that the modulus of continuity is bounded by nγ/4(nγ/2δ)1/2 = nγ/2δ1/2 (δ in

(B.12) gets replaced by nγ/2δ). This yields n(1−γ)/3(d̂2 − d0) = Op(1).

B.9. Proof of Theorem 10

Rate of convergence. We provide an outline of the proof below. Let θ0 = d0 and

Mn2
(d, θ) = P m(θ +WKn−γ1 )1

[
|θ +WKn−γ1 − d| ≤ bn−γ1

]
. (B.17)

We take our population criterion function to be Mn2(d) := Mn2(d, θ0). Let

F̃n(t) =
∫ t

0
m(θ0 + wKn−γ1 )g(w)dw. Then

Mn2
(d) = P m(θ0 +WKn−γ1 )1

[
|θ0 +WKn−γ1 − d| ≤ bn−γ1

]
= P m(θ0 +WKn−γ1 )1 [nγ1(d− θ0)− b ≤WK ≤ nγ1(d− θ0) + b]

= F̃n

(
nγ1(d− θ0) + b

K

)
− F̃n

(
nγ1(d− θ0)− b

K

)
.

By symmetry of m around θ0 and that of g around zero,

∂Mn2

∂d
(d0, θ0) = m(θ0 + bn−γ1 )g

(
b

K

)
−m(θ0 − bn−γ1 )g

(
−b
K

)
= 0 and

∂2Mn2

∂d2
(d0, θ0) =

2n2γ

K2
F̃ ′′n

(
b

K

)
.

Note that

F̃ ′′n (t) = Kn−γ1 m′(θ0 + tKn−γ1 )g(t) +m(θ0 + tKn−γ1 )g′(t),

m′(θ0 + bn−γ1 ) = 0 + o(1) and m(θ0 + bn−γ1 ) = m(θ0) + o(1). Therefore,

∂2Mn2

∂d2
(d0, θ0) =

2n2γ
1

K2
(m(θ0) + o(1))g′

(
b

K

)
+

2nγ1(0 + o(1))

K
g

(
b

K

)
=

2n2γ
1

K2

[
m(θ0)g′

(
b

K

)
+ o(1)

]
. (B.18)

The leading term in the above display is of the order n2γ . Let ρn(d, d0) =
nγ1 |d− d0|. Following the arguments in the proof of Theorem 9, it can be shown
that for sufficiently large n and d such that |d − d0| < bn−γ1 (equivalently,
ρn(d, d0) < κn = bn−2γ

1 ),

Mn2
(d, θ0)−Mn2

(d0, θ0) . −ρ2
n(d, d0).

The condition P
[
ρn(d̂2, d0) ≥ κn

]
= P

[
|d− d0| ≥ bn−γ1

]
converging to zero

can be established through analogous arguments. Further, to use Theorem 1,
we need to bound

sup
θ∈Θτn1

E∗ sup
|d−d0|<n−γδ,

d∈Dθ

√
n2 |(Mn2

(d, θ)−Mn2
(d))− (Mn2

(d0, θ)−Mn2
(d0))| .

(B.19)
Here Θτ

n1
(and Kτ ) is same as in the proof of Theorem 9. Split the expression

in | · | in(B.19) as I + II, where

I = (Mn2(d, θ)−Mn2(d0, θ))− (Mn2(d, θ)−Mn2(d0, θ)) and
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II = (Mn2(d, θ)−Mn2(d0, θ))− (Mn2(d, θ0)−Mn2(d0, θ0)) .

We first resolve I. Note that
√
n2I = Gn2 g̃n2,d,θ with

g̃n2,d,θ(ε,W ) =
[
m(θ +WKn−γ1 ) + ε

]
×[

1
[
|θ +WKn−γ1 − d| < bn−γ1

]
− 1

[
|θ +WKn−γ1 − d0| < bn−γ1

]]
.

The class of functions Fδ,θ = {g̃n2,d,θ : 0 < |d − d0| < n−γδ} is VC with index
at most 3 with a measurable envelope

Mδ(ε,W ) = (‖m‖∞ + |ε|)×

1
[
bn−γ1 − 2δn−γ1 − 2Kτn

−1/3 < |θ0 +WKn−γ1 − d| < bn−γ1 + 2δn−γ1 + 2Kτn
−1/3

]
.

(B.20)

Note that the envelope does not depend on θ. Further, the uniform entropy
integral for Fδ,θ is bounded by a constant which only depends upon the VC-
indices, i.e., the quantity

J(1,Fδ,θ) = sup
Q

∫ 1

0

√
1 + logN(u‖Mδ‖Q,2,Fδ,θ, L2(Q))du

is bounded. Using Theorem 2.14.1 of van der Vaart and Wellner (1996), we have

E∗ sup
0<d−d0<n−γδ

d∈Dθ

|Gn2
gn2,d,θ| ≤ J(1,Fδ,θ)‖Mδ‖2 . Cτ (δ + n−1/3+γ)1/2, (B.21)

for some Cτ > 0 (depending on τ through Kτ ). Note that the above bound does

not depend on θ. For simplifying II, let ∆θ = n
1/3
1 (θ− θ0) and ∆d = nγ1(d−d0)

and

M̃n2(∆d,∆θ, b)

= P m(θ0 + n−1/3∆θ +WKn−γ)1
[
n
−1/3
1 ∆θ +WKn−γ1 −∆dn

−γ
1 ≤ bn−γ1

]
= P m(θ0 + n−1/3∆θ +WKn−γ)1

[
n
−1/3
1 ∆θ +WKn−γ1 − bn−γ1 ≤ ∆dn

−γ
1

]
Note that Mn2

(d, θ) = M̃n2
(∆d,∆θ, b)− M̃n2

(∆d,∆θ,−b). Also, by a change of

variable (un−γ1 = n
−1/3
1 ∆θ + wKn−γ1 − bn−γ1 ),

M̄n2
(∆d,∆θ, b)

:= (M̃n2
(∆d,∆θ, b)− M̃n2

(0,∆θ, b))− (M̃n2
(∆d, 0, b)− M̃n2

(0, 0, b))

=
1

K

∫ ∆d

0

[
m(θ0 + (u+ b)n−γ1 )×{

g

(
(u+ b)n−γ1 + n

−1/3
1 ∆θ

Kn−γ1

)
− g

(
(u+ b)n−γ1

Kn−γ1

)}]
du.

A similar expression can be obtained for M̄n2(∆d,∆θ,−b). As g is Lipschitz of
order 1, we have

sup
|∆d|<δ,
|∆θ|<Kτ

√
n2

∣∣∣(M̃n2(∆d,∆θ, b)− M̃n2
(0,∆θ, b))− (M̃n2

(∆d, 0, b)− M̃n2
(0, 0, b))

∣∣∣
.
√
n2δ

n
−1/3
1

n−γ1

. C̃τn
1/6+γ
2 δ,
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for some C̃τ > 0 (depending on τ through Kτ ). As II = M̄n2(∆d,∆θ, b) −
M̄n2(∆d,∆θ,−b), a bound on the modulus of continuity is φn2(δ) = (δ +

n−1/3+γ)1/2 + n
1/6+γ
2 δ. This yields n

1/3
2 (d̂2 − d0) = Op(1).

Limit Distribution. Here, we outline the steps for deriving the form of the
limit process. Let

f̃n2,h,θ(ε,W ) = n
1/6−2γ
2 (m(θ +WKn−γ) + ε)×[

1
[
|θ − d0 +WKn−γ1 − hn−1/3

2 | ≤ bn−γ1

]
− 1

[
|θ − d0 +WKn−γ1 | ≤ bn

−γ
1

]]
,

(B.22)

and

Zn2
(h, θ) = Gn2

f̃n2,h,θ(ε,W ) + ζn2
(h, θ),

where ζn2
(h, θ) =

√
n2P

[
f̃n2,h,θ(ε,W )

]
. For ∆θ = n

1/3
1 (θ − θ0), note that

ζn2(h, θ0 + n
−1/3
1 ∆θ)

= n
2/3−2γ
2

[
Mn2

(d0 + hn
−1/3
2 , θ0 + ∆θn

−1/3
1 )−Mn2

(d0, θ0 + ∆θn
−1/3
1 )

]
= n

2/3−2γ
2

[
Mn2

(d0 + hn
−1/3
2 , θ0)−Mn2

(d0, θ0)
]

+ n
2/3−2γ
2

[
M̄n2

(hn
−1/3
2 /n−γ1 ,∆θ, b)− M̄n2

(hn
−1/3
2 /n−γ1 ,∆θ,−b)

]
.

Using the expression for partial derivatives of Mn2 at d0, we have

n
2/3−2γ
2

[
Mn2

(d0 + hn
−1/3
2 , θ0)−Mn2

(d0, θ0)
]

=
m(θ0)

K2
g′
(
b

K

)
n2γ

1 (hn
−1/3
2 )2n

2/3−2γ
2 + o(1)

=

(
p

1− p

)2γ
m(θ0)

K2
g′
(
b

K

)
h2 + o(1).

Further,

n
2/3−2γ
2 M̄n2

(hn
−1/3
2 /n−γ1 ,∆θ, b)

= n
2/3−2γ
2

1

K

∫ hn
−1/3
2 /n−γ1

0

[
m(θ0 + (u+ b)n−γ1 )×{

g

(
(u+ b)n−γ1 + n

−1/3
1 ∆θ

Kn−γ1

)
− g

(
(u+ b)n−γ1

Kn−γ1

)}]
du

= n
2/3−2γ
2

n
−1/3
2

n−γ1

1

K

∫ h

0

[
m(θ0 + w((1− p)/p)γn−1/3

2 + bn−γ1 )×{
g

(
wn
−1/3
2 + bn−γ1

Kn−γ1

+
∆θn

−1/3
1

Kn−γ1

)
− g

(
wn
−1/3
2 + bn−γ1

Kn−γ1

)}]
du

= n
2/3−2γ
2

n
−1/3
2

n−γ1

h
m(θ0)

K
g′
(
b

K

)
∆θn

−1/3
1

Kn−γ1

+ o(1)

= h
m(θ0)

K
g′
(
b

K

)
∆θ

K

(
1− p
p

)1/3−2γ

+ o(1).
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As g′(x) = −g′(−x), we have

n
2/3−2γ
2

[
M̄n2

(hn−1/3+γ ,∆θ, b)− M̄n2
(hn−1/3+γ ,∆θ,−b)

]
=

(
1− p
p

)1/3−γ
2m(θ0)

K2
g′
(
b

K

)
∆θh+ o(1). (B.23)

We next show that Var(Zn2
(h,∆θ)) converges to zero. Let

fn,h,∆θ
(ε,W ) = (m(n

−1/3
1 ∆θ +WKn−γ) + ε)×[

1
[
|n−1/3

1 ∆θ +WKn−γ1 − hn−1/3
2 | ≤ bn−γ1

]
− 1

[
|n−1/3

1 ∆θ +WKn−γ1 | ≤ bn
−γ
1

]]
.

Consequently, P f̃
n2,h,θ0+n

−1/3
1 ∆θ

= ζn2(h, θ0 +n
−1/3
1 ∆θ)/

√
n2 converges to zero.

Thus

Var
(
f̃
n2,h,θ0+n

−1/3
1 ∆θ

)
= E

[
f̃2

n2,h,θ0+n
−1/3
1 ∆θ

]
+ o(1)

.
n

4/3−4γ
2

n2
(‖m‖2∞ + σ2)hn

−1/3+γ
2 + o(1) = o(1).

Using (B.23) and the above, it can be shown by applying Theorem 2 and Lemma
2 that

n
1/3
2 (d̂2 − d0)

d→

argmax
h

{(
p

1− p

)2γ
m(θ0)

K2
g′
(
b

K

)
h2 +

(
1− p
p

)1/3−2γ
2m(θ0)

K2
g′
(
b

K

)
Zh

}

= −
(

1− p
p

)1/3

Z.

As the Chernoff random variable Z is symmetric, we get the result. �

Remark 12. We reiterate here that when m′(d0) = 0, the regression function
is essentially flat in the zoomed-in neighborhood which hinders estimating d0

through a two stage procedure. Using a (second stage) design peaking at the
first stage estimate adds to the curvature (second derivative) of the second stage
population criterion function (see (B.18) and the resulting ρn in comparison with
the distance in Remark 11) which alleviates this problem to an extent. However,
as was the case in Remark 10 with a non-smooth m, there is a bias introduced
by the non-uniform design which does not allow an acceleration in the rate of
convergence.

B.10. Proof of Theorem 12

For any L > 0, we start by justifying the conditions of Theorem 2 to prove
tightness of the process Zn2

(h, θ̂n1
), for h ∈ [−L,L]. For sufficiently large n,

the set {h : d0 + h/nη ∈ Dθ} contains [−L,L] for all θ ∈ Θτ
n1

and hence, it is
not necessary to extend Zn2

(equivalently, fn2,h,θ) as done in (2.5). Further,
for a fixed θ ∈ Θτ

n1
(defined in (A.8)), an envelope for the class of functions

{fn2,h,θ : |h| ≤ L} is given by

Fn2,θ(V ) = n
1/2−kη
2 (2‖µ‖∞ + |ε|)×

1
[
θ + UKn−γ1 ∈ [d0 − Ln−η, d0 + Ln−η]

]
.
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Note that

PF 2
n2,θ . n

1−2kη
(
4‖µ‖2∞ + σ2

) 2Ln−η

2Kn−γ1

As (2k + 1)η = 1 + γ, the right side (which does not depend on θ) is O(1).
Moreover, the bound is uniform in θ, θ ∈ Θτ

n1
. For t > 0, PF 2

n2,θ
1[Fn2,θ >

√
n2t]

is bounded by

n1−2kηP
(
(2‖µ‖∞ + |ε|)21

[
θ + UKn−γ1 ∈ [d0 − Ln−η, d0 + Ln−η]

]
×

1
[
n1/2−kη(2‖µ‖∞ + |ε|) >

√
n2t
])
.

As ε and U are independent, the above is bounded up to a constant by

P (2‖µ‖∞ + |ε|)21
[
(2‖µ‖∞ + |ε|) > √pnkηt

]
which converges to zero. This justifies condition (2.7) and (2.8) of Theorem 2.
Let ρ̃(h1, h2) = |h1 − h2|. For any L > 0, the space [−L,L] is totally bounded
with respect to ρ̃. For h1, h2 ∈ [−L,L] and θ ∈ Θτ

n1
, we have

P (fn2,h1,θ − fn2,h2,θ)
2 . n1−2kη |h1 − h2|n−η

2Kn−γ1

E [2‖µ‖∞ + |ε|]2 .

The right side is bounded (up to a constant multiple) by |h1−h2| for all choices
of θ, θ ∈ Θτ

n1
. Hence, condition (2.9) is satisfied as well. We justify (2.10) below.

For −L ≤ h2 ≤ h1 ≤ L and sufficiently large n, a change of variable and
boundedness of µ(k)(·) in a neighborhood of d0 yields

|ζn2
(h1, θ)− ζn2

(h2, θ)| ≤ n1−kη
2

∫ d0+h1n
−η

d0+h2n−η
(µ(s)− τn)

nγ1
2K

ds

. n
1−(k+1)η+γ
2

∫ h1

h2

µ(d0 + tn−η2 )dt+ n
1−(k+1)η+γ
2 τn|h1 − h2|

. n
1−(k+1)η+γ
2

∫ h1

h2

tkn−kη2 )dt+ n
1−(2k+1)η+γ
2 |h1 − h2|

. |h1 − h2|.

The above bound does not involve θ and converges to zero when |h1 − h2| goes
to zero. Hence, condition (2.10) holds.

Further, the class of functions {fn2,h,θ : |h| ≤ L} is VC of index at most 3 with
envelope Fn2,θ. Hence, it has a bounded entropy integral with the bound only
depending on the VC index of the class (see Theorems 9.3 and 9.15 of Kosorok
(2008)) and hence, condition (2.11) is also satisfied. Also, the measurability
condition (2.13) can be shown to hold by approximating Fn2,δ = {fn2,h1,θ −
fn2,h2,θ : |h1−h2| < δ} (defined in Theorem 2) by the countable class involving
only rational choices of h1 and h2. Note that the supremum over this countable
class is measurable and it agrees with supremum over Fn2,δ. Thus Gn2fn2,h,θ̂

is

tight in l∞([−L,L]).
Next, we apply Corollary 1 to deduce the limit process. Note that for θ ∈ Θτ

n1

and |h| ≤ L,

ζn2
(h, θ) = n1−kη

2

∫ d0+hn−η

d0

(µ(s)1[h > 0]− τn)
nγ1
2K

ds

=
(1− p)1−kηn1−(k+1)η+γ

2Kp−γ

∫ h

0

(µ(d0 + tn−η2 )1[h > 0]− τn)dt

=
(1− p)1−kη

2Kp−γ

[
µ(k)(d0+)

k!
hk+11[h > 0]− c0pkηh

]
+ o(1).
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The remainder term converges to zero by boundedness of the k-th derivative of
µ in a right neighborhood of d0 (uniformly in θ ∈ Θτ

n1
). Further, Pfn2,h,θ =

ζn2
(h, θ)/

√
n2 converges to zero (uniformly over θ ∈ Θτ

n). Hence, for a fixed
θ ∈ Θτ

n and h1, h2 ∈ [0, L], L > 0, the covariance function of Zn2
eventually

equals (up to an o(1) term which does not depend on θ due to a change of
variable)

P [fn2,h1,θfn2,h2,θ]

= n1−2kη
2

∫ (h1∧h2)n−η

0

[
σ2 + (µ(d0 + s)− τn)2

] nγ1
2K

ds

=
(1− p)1−2kηn1−2kη+γ

2Kp−γ
×∫ (h1∧h2)n−η

0

[
σ2 + (µ(d0 + s)− τn)2

]
ds

=
(1− p)1−2kη

2Kp−γ
(h1 ∧ h2)σ2 + o(1).

This justifies the form of the limit process Z. Analogous results can be estab-
lished for other choices of (h1, h2) ∈ [−L,L]2. Also, the above convergence can
be shown to be uniform in θ ∈ Θτ

n by a calculation similar to that done for ζn2
.

This justifies the form of the limit Z. Hence, we get the result. �
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